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Abstract: Neural reuse is a form of neuroplasticity whereby neural elements originally developed for one purpose are put to multiple
uses. A diverse behavioral repertoire is achieved by means of the creation of multiple, nested, and overlapping neural coalitions, in
which each neural element is a member of multiple different coalitions and cooperates with a different set of partners at different
times. Neural reuse has profound implications for how we think about our continuity with other species, for how we understand the
similarities and differences between psychological processes, and for how best to pursue a unified science of the mind. After
Phrenology: Neural Reuse and the Interactive Brain (Anderson 2014; henceforth After Phrenology in this Précis) surveys the terrain
and advocates for a series of reforms in psychology and cognitive neuroscience. The book argues that, among other things, we should
capture brain function in a multidimensional manner, develop a new, action-oriented vocabulary for psychology, and recognize that
higher-order cognitive processes are built from complex configurations of already evolved circuitry.
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1. Introduction

After Phrenology: Neural Reuse and the Interactive Brain
(Anderson 2014; henceforth After Phrenology in this
Précis) offers a framework for a science of psychology
that harmonizes three aspects of the mind that are general-
ly treated separately: its biological underpinnings, its situat-
edness in the environment, and its evolutionary history.
The core of the framework is the theory of neural reuse,
which posits that individual neural elements (at multiple
spatial scales) are used and reused for multiple cognitive
and behavioral ends. According to the principle of neural
reuse, a diverse behavioral repertoire is achieved through
the search for and consolidation of multiple, nested, and
overlapping neural coalitions, in which each neural
element is a member of multiple different coalitions and
cooperates with a different set of partners at different
times.

Such a neurofunctional architecture stands in stark con-
trast to the modularity assumption that has been a core
tenet of most (although certainly not all) computational ac-
counts of mind, and especially those derived from or influ-
enced by evolutionary psychology (Barrett & Kurzban
2006; Carruthers 2006). Central to the overall project ad-
vanced in After Phrenology is a reconsideration of how
best to unite psychological science and evolutionary
biology. Because evolutionary psychology focuses its
efforts on describing genetically encoded psychological so-
lutions to the challenges posed in the so-called environ-
ment of selection, it expects the brain to be largely
composed of special-purpose neural modules. Neither the
neuroscientific nor the evolutionary evidence has borne
out this expectation. What appears to better account for

that evidence is a set of neurodevelopmental processes – in-
cluding both Hebbian plasticity and neural reuse – that ef-
ficiently serve the adaptivity of the organism by marshaling
the same limited pool of resources in different ways as tasks
demand.
Neural reuse has three immediate implications. First and

most obvious, newly acquired capacities are generally sup-
ported by mixing and matching the same neural elements
in new ways. Second, and perhaps less obvious, neural
reuse would appear to support and encourage procedural
and behavioral reuse. That is, one reason neural reuse is
an effective developmental strategy is that the cognitive
processes that neural elements support and the behaviors
they drive are in fact useful in multiple circumstances
and can be marshaled to various ends. Hence, reuse has
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both a biological and a behavioral aspect. And that brings us
to the third implication, which follows neatly from the first
two: Not every cognitive achievement – not even achieve-
ments as central to the life of a species as natural language
is to ours – need be supported by a specific targeted adap-
tation. In fact, the principle of parsimony would appear to
dictate that, ceteris paribus, we should prefer accounts that
show how “higher-order” cognitive processes (such as lan-
guage and mathematics) marshal existing neural resources
and behavioral strategies in unique ways over accounts
that posit unique adaptations.
After Phrenology outlines one such parsimonious ap-

proach to understanding mathematics and natural lan-
guage. In order to understand math and language as
developments of already existing resources, rather than as
a particular species-specific cognitive adaptation, it is
crucial to appreciate the ways in which cognition and
overt behavior are mutually supporting and intertwined at
multiple timescales. After Phrenology details these rela-
tionships at length. More pointedly: Thinking, calculating
and speaking are adaptive behaviors and, as such, involve
the whole organism acting in and with its environment.
These capacities are not limited to, nor are they even pri-
marily a matter of computation over, a set of mental
symbol structures. Instead, thinking involves iterated inter-
actions with elements of the environment. It leverages our
highly developed and early-evolving capacities for acting in
and manipulating the physical and social environment.
Sociocultural cognitive achievements such as language
and mathematics are extensions of – not radical departures
from – these basic capacities.
All of the preceding together suggests that we may be on

the cusp of a significant transformation in psychological
science. The way we conceptualize cognitive function, the
way we map these to supporting structures (and the
range of structures that appear to be relevant supports),
and the old distinctions between perception and action,
action and cognition, cognition and emotion – all of that
and more needs reexamination in light of emerging
results. After Phrenology maps the terrain and charts an al-
ternative path toward a unified biological, situated, socio-
cultural, evolutionary science of the mind.

2. Two kinds of neuroplasticity

The most familiar kind of neuroplasticity is Hebbian learn-
ing, also known as spike-timing dependent plasticity (Song
et al. 2000). Hebbian learning is a crucial developmental
process for tuning local neural interactions and helping
determine the functional bias of local networks. Neural
reuse, whereby individual neural elements are put to use
for multiple cognitive and behavioral ends, involves an ad-
ditional kind of neuroplasticity that I have called neural
search. Neural search is a process that places neural ele-
ments into new functional partnerships with one another.
During the course of learning and development, each
element will come to be a member of multiple functional
coalitions.
The first two chapters of After Phrenology are dedicated

to marshaling the evidence for neural reuse in general and
neural search in particular. I will just gesture at a few key
pieces of evidence, here. If individual regions of the brain
are in fact used and reused in multiple circumstances (as

posited by neural reuse), then they should be functionally
diverse, active in support of multiple tasks from different
task domains. If variety of function is a matter of putting
the same neural elements into different functional coali-
tions (supported by neural search), then we should see dif-
ferent patterns of functional cooperation across the brain
under different psychological circumstances.
In one recent study (Anderson et al. 2013), my coauthors

and I borrowed a technique from ecology and measured
functional diversity in various regions of the brain in
much the same way as one measures ecological diversity.
We asked: How many individual tasks (i.e., animals) in
how many different task categories (i.e., species) does
each region of the brain support? Using Shannon entropy
(Shannon 1948) as our metric, and a large collection of
more than 2,000 functional neuroimaging experiments,
we measured functional diversity voxel-by-voxel using a
spherical searchlight of various sizes. The unequivocality
of the results surprised even us: Individual regions of the
brain, even small regions, are highly diverse. Figure 1 re-
produces the histogram of results from one run, using a
10 mm spherical searchlight and 11 task categories, and
scaling the diversity metric from zero to one, such that
zero diversity indicates that every observed activation is in
a single category, and one indicates equal numbers of acti-
vations from each task category.
As can be easily observed from the leftward skew of the

data, there are very few specialists in the brain, supporting
only tasks from a single task category such as semantics or
visual perception. Most regions of the brain are active
during multiple tasks in different task categories. Regions
nevertheless achieve their functional diversity in different
ways. Figure 2 illustrates the functional fingerprints of
three different voxels from the same data run described
above: a voxel from left auditory cortex, a relative specialist
with a diversity value of 0.41; a voxel from left anterior
insula with a high diversity value of 0.88; and a voxel
from left thalamus with a diversity value of 0.76, equal to
the population median. Functional fingerprints display
the relative degree of activity observed in each task catego-
ry for the region pictured. Hence, the portion of auditory
cortex shown is most frequently active during auditory
tasks, and only occasionally in somesthesis, action, and lan-
guage tasks. By contrast, the pictured region of anterior
insula is active at least some of the time during tasks in

Figure 1. Histogram of whole-brain, voxel-wise functional
diversity measurements.
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every category, albeit not uniformly. Functional finger-
prints represent the likelihood that an active region is
active during, or being activated by, a given type of task
or stimulus, and thus offer a way to capture the different
functional biases or underlying causal dispositions of indi-
vidual regions.

This brings us to the question of whether we can observe
regions of the brain cooperating with different partners
under different circumstances. To illuminate this question,
the technique of choice is a functional connectivity analysis.
Using the same collection of neuroimaging experiments,
we searched for deviations from statistical independence
in the activity of individual regions. That is, we looked to
see whether regions are more likely to be active during
the same experimental task than would be predicted by
chance. The results of such analyses can be represented
as a graph, where the nodes of the graph represent
regions of the brain, and edges between the nodes indicate
that the connected regions are statistically likely to be co-
active, and are therefore functionally connected. As was re-
ported in a number of recent studies (Anderson 2008a;
2010; Anderson & Penner-Wilger 2013), it does indeed
appear to be the case that regions of the brain – variously
defined in the different analyses – have different functional
partners during different functional circumstances. By way
of illustration, Figure 3 depicts the functional connectivity
graphs observed during emotion, attention, and semantics

tasks. The functional partners of left precentral gyrus are
highlighted. As can be easily seen (and can be confirmed
quantitatively), individual regions of the brain are active
in multiple task circumstances, but have different function-
al partners in each.
These are just two pieces of suggestive evidence for

neural reuse, both rooted in the neuroimaging literature,
which is of course limited in various ways. After Phrenology
also surveys electrophysiological studies of single neurons
that highlight the importance and prevalence of mixed
selectivity (Cisek 2007; Cisek & Kalaska 2005; 2010;
Rigotti et al. 2013); cognitive interference and neural atten-
uation studies that demonstrate the activation of individual
cells by multiple different tasks and stimuli (Glenberg &
Kaschak 2002; Glenberg et al. 2008; Roux et al. 2003;
Rusconi et al. 2005); work with sensory substitution
devices that suggests that many regions of the brain are
(and remain throughout life) capable of receiving and pro-
cessing inputs from multiple sensory modalities (Merabet
et al. 2008); and work demonstrating the importance and
ubiquity of neuromodulation at multiple spatial scales
(Bargmann 2012; Hermans et al. 2011). Overall, the evi-
dence is far more consistent with neural reuse than with
competing, modular accounts of brain organization.
The developmental framework advocated in After Phre-

nology is an extension of the Interactive Specialization
framework (Johnson 2001; 2011). As with interactive

Figure 2. Functional fingerprints representing the relative amount of activity across 11 task categories for three voxels from left
thalamus, left anterior insula, and left auditory cortex (counterclockwise from top right).
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specialization, and unlike the maturational viewpoint cham-
pioned by Kanwisher (2010) and others (e.g., Atkinson
1984), neural reuse emphasizes the importance of experi-
ence in shaping the functional biases of local neural ele-
ments. It will only rarely, if ever, be the case that the
functional properties of a region of the brain are shaped
primarily by genetic factors. Similarly, neural reuse empha-
sizes that the functional properties of local regions both
partly determine and are partly determined by the
regions with which they interact. The multiple functional

coalitions that are set up during development and learning
depend on the functional biases of their constituent
regions, but these coalitions also help shape those function-
al biases as the behaviors the coalitions support are refined.
Neural reuse departs from interactive specialization by

emphasizing the participation of neural elements in multi-
ple coalitions. Consequently, it also departs from interac-
tive specialization on the issue of whether and to what
degree we should expect neural elements to be functionally
specialized. That there is functional differentiation across

Figure 3. Functional connectivity graphs during semantics, emotion, and attention tasks. The functional partners of left precentral gyrus
are highlighted. Nodes are placed in a projected three-dimensional space at the approximate center of each brain region from the
Harvard-Oxford atlas; the figure shows the brain from above, front toward the top of the page.
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the brain is abundantly clear (and illustrated in Fig. 2). But
there is apparently not functional specialization. Hence, the
developmental framework advocated in After Phrenology is
called interactive differentiation and search.

Although the evidence surveyed in After Phrenology
does not appear to be consistent with the idea of functional
specialization, it might nevertheless be the case that there
exists some alternate taxonomy of function and level of de-
scription in terms of which brain regions could be assigned
specific, dedicated functions (Price & Friston 2005). In my
own view, the apparent ubiquity of neuromodulation, and
the prevalence of mixed selectivity in individual neurons,
will make true functional specialization rare. But it is cer-
tainly an open question, one that is treated at length in
After Phrenology.

3. Neural reuse, evolution, and modularity

As I hope is clear even from the brief discussion above,
neural reuse is not consistent with the notion that the brain
is composed largely of segregated, functionally dedicated,
specialized neural modules. Different networks share parts,
and the parts may do different things for each of the networks
in which they participate, as a result of the constraints
imposed by the network interactions (Anderson 2015). The
brain is functionally differentiated but also deeply integrated
in ways that make modularity very unlikely. Yet, the modular-
ity assumption remains pervasive, despite the mounting evi-
dence for reuse in the cognitive neurosciences, and the
scant evidence for mosaic evolution in evolutionary biology
(Aboitiz 1996; Finlay & Darlington 1995; Finlay et al.
2001; Stephan et al. 1988; Yopak et al. 2010). What accounts
for this tenacity? In short: modularity appears to offer an
answer to the paired questions of how behavior is heritable
and how brains are evolvable. To break the hold of modular-
ity, then, requires offering better answers to these questions.

Although a critique of evolutionary psychology is not
central to After Phrenology, a few words about that ap-
proach to understanding the psychological and neural
legacy of our evolutionary history will highlight some of
the reasons modularity can seem attractive, and throw
into relief the alternative account I am offering. Evolution-
ary psychology (Buss 2005; Confer et al. 2010) rests on two
problematic assumptions. It assumes, first, that the environ-
ment of selection is different from the current environment
and can be adequately described and, second, that the solu-
tions to the adaptive challenges posed by that environment
are individually genetically encoded. The first assumption is
problematic not just because of the inherent uncertainty in
identifying and accurately describing ancient environments,
but also because of what might be called the evidentiary
dilemma for evolutionary psychology. Insofar as the envi-
ronment of selection is very different from our own environ-
ment, evidence for the persistence of psychological
mechanisms optimized for that environment is always
simultaneously evidence for (an) adaptation, but against ad-
aptivity (because the mechanism is tuned to the “wrong” en-
vironment). Likewise, insofar as the environment is
relevantly similar to our own, then the identification of psy-
chological mechanisms appropriate to that environment is
simply evidence for adaptivity, and not for an adaptation.

Hence, as it is currently conceived, evolutionary psycholo-
gy is hard-pressed to do justice to both adaptation and

adaptivity, and a fully adequate evolutionary science of the
mind must of course do both. This issue is related to the
second assumption driving evolutionary psychology:
because it assumes that solutions to environmental challenges
must be encoded genetically (and result in dedicated neural
modules), it is forced to conclude that the timescale of
change will be quite long. I see little evidence for this latter
assumption, but there is one important consideration that,
at least on its face, seems to favor it. The idea is this: If psy-
chological processes and the neural structures that support
them are to be viewed as heritable adaptations, then they
must be separately modifiable, for otherwise there is no avail-
able target for selection pressures. If this is correct, a nearly
decomposable, modular brain consisting of separately modi-
fiable subsystems appears to be required by evolution.
The mistake that evolutionary psychology makes here is

subtle and twofold. The first mistake is to forget that not
just genes but also environments are generally inherited,
and the second is to suppose that a cognitive process is sep-
arately modifiable if, and only if, its supporting components
are separately modifiable. In fact, the key to understanding
how organisms inherit species-typical behaviors is seeing
how genetics, environment, and developmental processes
all work together (Anderson & Finlay 2014). According to
the interactive differentiation and search framework devel-
oped in After Phrenology, learning is a matter of finding and
consolidating the right neural partnerships to support the
acquisition of the target behaviors, where the “right” part-
ners are those with the particular functional biases that to-
gether serve the behavioral ends. The functional biases
are in turn shaped by learning and experience, all of the
way back to and including very early experience. It is here
that genetic and environmental factors have their most im-
portant initial impact. If we assume highly stereotyped pro-
jections from sensory afferents to specific regions of the
developing brain, and an environment largely conserved
between generations, then early experience will be suffi-
ciently similar between individuals to induce neural struc-
tures with conserved, species-typical functional biases.
Given a similar stock of functional elements, and a species-

typical developmental trajectory for skill acquisition, the pro-
cesses of neural reuse – of the discovery and consolidation of
functional coalitions –will tend to produce similar networks,
and hence similar, species-typical solutions to the challenges
posed by the largely conserved environment. On this model,
selection pressures would tend to target not specific cognitive
processes, but rather developmental mechanisms for ensur-
ing the robust availability of neural elements with a wide
range of functional biases. Note that this model also accounts
for the possibility of psychological adaptations, and for the
persistence of rapid adaptability to changing environments.
One can inherit a psychological adaptation in virtue of inher-
iting the environmental challenge along with the neural ele-
ments that can be put together to meet it; and one can adjust
a cognitive process to a new situation by changing the mix of
elements in the neural coalition that implements it.

4. Networks of the brain

The brain is a network. So far, this is to say very little, for
who would deny it? What is different about the neural
reuse framework is not that it insists the brain is a
network, but rather that it supposes the brain is a network

Anderson: Précis of After Phrenology: Neural Reuse and the Interactive Brain

BEHAVIORAL AND BRAIN SCIENCES, 39 (2016) 5

http://journals.cambridge.org


http://journals.cambridge.org Downloaded: 01 Jul 2016 IP address: 129.78.139.29

with some very important architectural and functional prop-
erties. These include multiscale dynamics, multidirectional
feedback, noncomponentiality, and action-orientation. I
will treat each of these properties in turn.
The brain is a dynamic network that remodels itself at

multiple spatial and temporal scales. In addition to the
two types of neuroplasticity detailed earlier (sect. 2) that co-
operate to remodel the synaptic (or “wired”) network, there
are modulatory processes that change the effective connec-
tivity of the synaptic network. Mechanisms include genetic
expression that serves to activate and inactivate individual
synapses, thereby changing the functional properties of
local networks (Bargmann 2012); dendritic spine motility
(Holtmaat & Svoboda 2009) that can make synaptic con-
nections more or less reliable; extra-synaptic diffusion neu-
rotransmission involving the release from non-synaptic sites
of neurotransmitters that diffuse through the extracellular
matrix and change the firing likelihood of the neurons to
which the transmitters bind (Agnati et al. 2010); and
various hormonal mechanisms and systems that modulate
brain activity at long temporal and broad spatial scales
(Bauer et al. 2001; Pfaff 2002). Hence, function in the
brain depends upon, at least: a neural network, an underly-
ing genetic network, and an overlaid chemical gradient.
Each of these elements is only partially understood, and
their dynamic interactions even less so.
At any given moment in a quiescent network, the current

effective connectivity would dictate the evolution of any
induced pattern of activity. But the brain is of course
never quiescent. It is always active to some degree,
whether as a result of the purposeful activity of the agent
or the endogenous activity of the brain at “rest” (Raichle
et al. 2001). The effect of externally induced (e.g., percep-
tual) neural activation will depend not just on the effective
connectivity of the network, but also on the ongoing activity
resulting from past patterns. The brain is decidedly not a
primarily feed-forward system. Instead, interactions
between feed-forward, feed-back, bottom-up, and top-
down processes both determine how the activation patterns
evolve and also induce further changes in the effective con-
nectivity of the network (Cole et al. 2013). Moreover, in
driving the ongoing behavior of the organism, these evolv-
ing patterns influence the nature of the externally induced
activations; organisms are perception seeking, not passive
recipients of environmental stimulation.
In a brain marked by such multidirectional feedback, un-

derstanding the interactions between parts becomes a signif-
icant challenge. Indeed, even defining the functional parts
becomes difficult, as the relevant functional parts will them-
selves apparently change over time. For these reasons, we
must move beyond componential computational models of
the brain. Different neural patterns indexing different per-
ceptual states, action choices, preferences, reward estima-
tions, other predictions, and so forth, do not combine
syntactically in the manner of compositional linguistic struc-
tures. Neither are the functional parts of the brain always
best understood as components with stable, intrinsic input-
output mappings and well-defined interfaces supporting
the exchange of content-carrying symbols. Instead, patterns
superpose in the brain and interact through the process of
biased pattern competition (Cole et al. 2013; Desimone &
Duncan 1995; Miller & Cohen 2001; Platt 2002). Ongoing
perception and evolving reward estimates reinforce some
patterns and disrupt others, changing the trajectory of the

evolving neural state and thereby the behavioral (and per-
ceptual) trajectory of the organism. Similarly, local function
emerges from the complex, dynamic interactions between
large- and small-scale structures in the brain. Sometimes
the function of larger structures can be understood by un-
derstanding the intrinsic functions of its parts and the
nature of their interaction (Craver 2007); but as is illustrated
by the case of direction-selectivity in the dendrites of Star-
burst Amacrine Cells (SACs), other times the functions of
the low-level parts appear to be determined by the con-
straints imposed by the larger structures with which they in-
teract (Anderson 2015).
In the brain sciences, we need to developmodels of expla-

nation that allow for the possibility of top-down and bottom-
upmutual constraint, in which both local and global function
are synchronically co-determined by the dynamic coupling
between elements at various spatial levels of organization.
In After Phrenology, I therefore introduce the idea of Tran-
siently Assembled Local Neural Subsystems (TALoNS).
TALoNS are the temporary, reproducibly assembled func-
tional parts (large- and small-scale networks and other ele-
ments) of the brain. TALoNS have intrinsic causal
properties or dispositions determined by their internal struc-
ture and effective connectivity, but their functional selectiv-
ity (e.g., direction selectivity in SAC dendrites) emerges
from the way these dispositions are constrained by the
other functional structures with which they interact.
All of the above serve to underscore the following: The

brain is a highly dynamic, adaptive system, in which structure
and function are constantly adjusting to the changing cir-
cumstances of the organism. This is as it should be. The
brain evolved to control action. It is a crucial mediator and
modulator of the sensory-motor coupling that governs an or-
ganism’s fit to its environment. Given this job, it had to be
adaptive at multiple temporal scales, and capable of naturally
managing the multiple simultaneous demands that are
imposed by the complex interactions between an organism’s
needs and its perceived opportunities for action. The brain is
an action-oriented, and not a perception-oriented, system. It
is crucial to understand the implications of this fact for the
nature of the brain and for the science that purports to
study it. These matters are taken up in the next section.

5. Embodiment and cognitive processing

Traditional cognitive science is captured by a particular
picture of our fundamental epistemic situation. According
to that picture, sense organs are conduits for inputs called
“sensations,” on the basis of which the individual organism
generates a representation of the causes of that input –inter-
nally reconstructing the objects and properties in the exter-
nal world. Cognition, in this picture, consists of the targeted
internal manipulations of this reconstruction in service of
the agent’s goals – ultimately, deciding what to do next. Per-
ception is induction, and cognition is calculation.
Acceptance of this framework accounts for the fact that

one of the fundamental jobs of cognitive neuroscience
has been to discover what is represented where in the
brain, and how each representation is transformed into or
impacts the others. Acceptance of the framework accounts
for the abiding interest in specifying the innate “knowl-
edge” or stored assumptions that guide perceptual recon-
struction, whether that involves solving the (otherwise
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apparently intractable) problem of inverse optics (Edelman
2008; Marr 1982) or inducing the grammar of natural lan-
guage (Chomsky 1957), for it is readily apparent that “sen-
sations” are impoverished and unreliable – and need to be
supplemented. Acceptance of this framework even ac-
counts indirectly for the componential assumption that is
built into most theories of the functional structure of the
brain, for insofar as the challenges of perceptual recon-
struction and cognitive calculation require specialized
knowledge, it is natural to imagine specialized neural
systems for solving those problems. Moreover, insofar as
cognition is a matter of representation transformation, it
must also involve information communication among
these systems, which requires conduits and interfaces,
and naturally leads to a modular architecture of stable, spe-
cialized, relatively isolated, nearly decomposable, message-
passing components (van Gelder 1995). The framework,
this is to say, is deeply embedded in the cognitive sciences.
But it is time to abandon it.

Perhaps the most fundamental problem is with the very
concept of a sensation. To make a point that is at least as old
as James (1890): “Sensation” is a theoretical construct, an
abstraction away from actual experience. As with some fun-
damental particles of physics, sensations do theoretical
work, but no sensation has yet been observed. If perception
is reconstructive, then it needs building blocks, and sensa-
tions are the hypothesized blocks. If perception is recon-
structive, it needs a starting point, and sensations are the
hypothesized points. If perception is reconstructive, there
is a definite order of events: sense, think, act. But percep-
tion is not reconstructive; representing the environment is
not what our brains evolved to do. Our brains evolved to
control action. Experience is not composed of atomic
units, nor does it have a definite starting point; it is a con-
tinuous stream. Action does not come after thinking,
which comes after perceiving; thinking, perceiving, and
acting are synchronous and co-determining.

The alternative, action-oriented framework developed in
After Phrenology consists of the following tenets: perception
is active; perception is relational; the brain is a control system.
Thinking – cognition – involves harnessing the mechanisms
of sensory-motor coordination and environmental interaction
to more abstract ends, but the character of the underlying
mechanism remains what it has always been.

Perceiving is always acting because to know the world is
to move about in it. Consider the case of olfaction, which is
largely useless without the ability to move. All of the useful
information about chemicals lies in the distribution in the
environment, and picking up this information requires
moving around. Put differently, chemical detection is not
chemical perception unless and until it is chemotaxis.
Touch, too, is quintessentially active: We feel the support
offered by a surface, or the hardness of a material by press-
ing, the heft of a thing by lifting, and texture and shape by
brushing and grasping. Naturally, one can be touched, just
as one can subject to a chemical impingement, and such
events may well convey information without movement,
but these are degenerate cases for perceptual systems
that normally function via movement. The same is true of
vision: The passive reception of reflected light is the degen-
erate case for what is an active perceptual system. The data
of visual perception are not the momentary impacts of re-
flected light in the retina, but rather the changes in the
retinal projection as our posture and position changes.

The problem of visual perception is not one of constructing
a three-dimensional model of the world from passive two-
dimensional stills; it is rather a matter of picking up on
the world-specifying information available in the actively
gathered stream of experience (Gibson 1966; 1979). The
processes whereby we do this are of course still poorly un-
derstood; the point is that perception poses a different
problem from what has been traditionally supposed. And
it is this latter problem that our brains evolved to solve.
Because perception is both active and in the service of

action, much of the information to which organisms are
attuned is not objective information of the sort one might
need for model-building, but rather relational information
that is more immediately useful for guiding action in the
world. It is the overall job of the organism’s brain and
nervous system to manage various organism–environment
relationships. Perceptual systems keep the organism in
touch with the values of these relationships: the closeness
of the obstacle, the support of the surface, the passability
of the gap. When we think otherwise, we can make scien-
tific errors of an interesting sort, underestimating the accu-
racy of our perceptual systems. Consider the matter of
weight perception. Humans are notoriously poor weight es-
timators and are liable to such errors as the size–weight il-
lusion: given two objects of the same weight but different
sizes, the smaller object will be judged heavier (Murray
et al. 1999). On the traditional view, this fallibility is unsur-
prising. After all, the torque imposed on our arm as we hold
an object in the hand will depend on the length of one’s
arm, the angle of the shoulder and the elbow, and other
variables, and will change as we move about. Extracting
any stable, objective property of the object would naturally
be very difficult in light of such variation. But this is not how
perception works. In fact, the information is in the varia-
tion, and the relational property that the information
specifies in this case appears to be the throwability of the
object. Humans turn out to be very accurate estimators
of throwability (Zhu & Bingham 2011). The position de-
fended in After Phrenology is that most of perception
should be understood on this relational model.
The last tenet that makes up the embodied framework

outlined here is that the brain evolved to be the control
system for an active, environmentally situated organism.
The fundamental cognitive problem facing the organism –
deciding what to do next – is best understood not as choosing
the right response to a given stimulus, but rather as choosing
the right stimulus – the right experience to seek – in light of a
goal. Knowledge of sensorimotor contingencies (Noë
2004) – of how perceptions change with action – and the
perception of affordances (relationships between an organ-
ism’s abilities and objects in the world that indicate opportu-
nities for action) work together to allow an organism to
follow chains or sequences of experiences to achieve its
ends, whether that be a feeling of satiety, the experience
of safety, or the perception of a finished nest. As Paul
Cisek (1999) has pointed out, all living things have homeo-
static mechanisms that keep biologically relevant variables
such as temperature, pH, or chemical concentrations
within some acceptable range. Some of these mechanisms
are metabolic or physiological, but others are behavioral:
moving, eating, manipulating, and so on. The fundamental
function of behavior, then, is to maintain organism-relevant
variables within some desired range, and the fundamental
function of the brain is to manage such behavior. The
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brain is a dynamic control system that modulates the sensor-
imotor coupling at multiple spatial and temporal scales.
In After Phrenology, I follow Cisek (2007; Cisek &

Kalaska 2010) in arguing that the biased pattern competi-
tion observed in the brain should be understood psycholog-
ically as biased affordance competition. What an organism’s
brain is fundamentally doing is managing the relationship
between the organism and the environment, and its percep-
tual apparatus is specially suited for facilitating that task. An
organism perceives the values of salient organism–environ-
ment relationships and, in light of some goal(s), acts so as to
perceive the right changes in those relationships. The brain
that manages this behavior is organized in such a way that its
various parts have different dispositions to manage the
values of the perceived relationships. Interaction with an
environment offering multiple affordances causes regions
of the brain to be differentially activated in accordance
with their functional biases. A situation posing several pos-
sible courses of action will cause multiple distributed pat-
terns of neural activation across the brain, and the
behavior of the organism in this situation will be ultimately
determined by competition among the patterns. I argue that
this competition should be understood to reflect tension
among the various behavioral control loops that could be
enacted; loosely speaking: Pattern competition in the
brain is affordance competition in the mind. The summed
cooperation and competition among the active dispositions
in the brain both determines the course of action and struc-
tures the control loop that facilitates the required behavior.

6. Function–structure mapping in an interactive
brain

Over the past several sections, I have been advocating for a
picture of the functional structure of the brain that illumi-
nates its evolutionary and developmental origins, and does
justice to the significant functional complexity of its individ-
ual working parts. I also advocated for functional finger-
printing as an appropriate tool for capturing and
quantifying functional complexity. In fact, functional finger-
prints and the style of thinking they promote may help point
the sciences of the mind in a new and fruitful direction.
To see how and why, we need to appreciate the episte-

mic situation we are in. A scientific experiment is a deliber-
ate intervention into the causal structure of the world. We
intentionally manipulate – vary the value of – some physical
condition and record the value of another. The signal that
this intervention produces is generally mixed – that is, de-
pendent on numerous causal factors that we would
ideally like to disentangle. A simple example is the mea-
surement of weight (or force more generally), which
physics teaches us is in fact the product of two more funda-
mental properties, mass and acceleration. This realization
gave us a better purchase on the underlying causal struc-
ture of physical reality. Similarly, the varying price of a
stock over time is a mixed signal driven by multiple eco-
nomic factors including the money supply, corporate
profits, and perceived innovation, whereas the price of
100 stocks is a set of mixed signals all being driven by the
same causal factors but to different degrees. The price of
a tech stock might be relatively less sensitive to earnings
and more to innovation than the price of an energy stock,
for example.

Given this situation, we need to ask: When we measure
the activity of 1 or 100 or 1,000 different parts of the
brain, what is the underlying nature of this set of mixed
signals? What are the psychological factors that contribute
to the changing values we record from brain and behavior?
In After Phrenology, I argue that the central guiding scien-
tific quest for the cognitive neurosciences should not be de-
termining what the basic cognitive operations implemented
in individual regions of the brain are. The functional com-
plexity of the brain suggests that this approach will offer at
best an incomplete and at worst deeply misleading account
of brain function. There should nevertheless be detectable
regularities in the patterns we record from brain and behav-
ior; there should be some underlying structure in the signal.
Hence, I advocate for a science that asks: What are the psy-
chological factors that best capture and account for the dif-
ferential activity of the brain in various circumstances?
One reason functional fingerprinting can be so powerful

is that it offers an avenue toward an answer. In the same
way that analysis of people’s responses to a variety of inter-
ventions can reveal a common set of factors defining individ-
ual personalities, so too the analysis of multidimensional
functional fingerprints of brain regions and networks may
reveal a set of primitive psychological factors (Barrett &
Satpute 2013; Gold et al. 2011; Lindquist & Barrett 2012;
Lindquist et al. 2012; Poldrack 2010; Poldrack et al.
2009). I call these neuroscientifically relevant psychological
(NRP) factors. According to this approach, psychological
states such as anger and fear, as well as processes such as at-
tention and cognitive control, involve different mixtures of
many of the same domain-general ingredients. These
factors would map to the brain such that more than one
part of the brain would support each factor, and more
than one factor would load on each part. That is, brain
regions and networks will differ not necessarily in terms of
their component operations, but rather according to their
loadings on a set of primitive NRP factors.
This scientific approach appears to better respect three

organizational features of the brain emphasized here: (1)
the functional diversity of individual regions of the brain,
(2) the functional differentiation of individual regions of
the brain, and (3) the frequent functional overlap between
the constituents of different networks. It will also help us
think our way beyond the functional model of linearly inter-
acting components that we inherited from seventeenth-
century mechanism and nineteenth-century engineering
practices. In the brain, function emerges from structure in
ways more complex than that model can capture. But we
are developing tools adequate to the task.
What exactly areNRP factors? What is their best psycho-

logical construal? That is, of course, an open question, one
that will be answered as part of doing the science described
in After Phrenology, not in advance of it. In my view, NRP
factors index basic dispositions to help manage the value of
some organism-relevant environmental variable or relation-
ship (see sect. 5). Because neural reuse has both an ana-
tomical and a behavioral aspect, we should expect to see
these dispositions manifest in multiple circumstances.
Hence, there might be basic factors for managing closeness
and warmth, and these might manifest in both physical and
interpersonal contexts (Bargh & Shalev 2012; Xiao & Van
Bavel 2012). Therefore, we would also expect the regions
of the brain that load on the relevant factor to be active
across these different contexts.
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It is of course an implication of the approach that the
fundamental NRP factors that we are seeking have gener-
ally not been already identified, and will cross-cut the
current taxonomy of psychology. In After Phrenology, I
marshal the evidence for this claim; here, I will simply
note the following: given that cognitive neuroscience
(and, indeed, psychology more generally) has yet to be
deeply influenced by evolutionary biology, and that it
adopted wholesale the psychological taxonomy of cognitive
psychology that, as I have argued above, is organized
around a faulty framework (and was initially devised to be
a science autonomous from the neurosciences besides),
then it would be something of a miracle if the right set of
concepts had already been formulated. I believe that fol-
lowing the path laid out in After Phrenology will lead to a
new and better vocabulary for understanding mind, brain,
and behavior. Moreover, I argue that this vocabulary will
better reflect the evolutionary history of human beings,
and the action-orientation of cognition, if it is organized
not around the concepts of sensation and representation,
but rather around the notion of an affordance.

7. Reuse, interaction, and “higher-order” cognition

As I noted in the introduction, thinking and acting are mu-
tually supporting and intertwined at multiple timescales.
We think with and through our interactions with objects
and one another. We routinely act to help us see and
think: we spin puzzle pieces to make their fit easier to per-
ceive, rearrange playing cards and Scrabble tiles to make
patterns easier to detect, and label our environments with
signs to aid memory and ease navigation (Clark 1997).
And just as we create physical tools such as hammers,
knives, and levers to augment our physical capacities, so
too we invent cognitive artifacts to augment our mental
ones. Among the most important of these are the cultural
practices of speaking, writing, and calculating, and the
symbol systems that support them. And what is deeply fas-
cinating, and helps illuminate the true nature of human in-
telligence, is that we treat these cognitive artifacts just like
physical ones, reusing our finely honed abilities for interact-
ing with objects in the service of improving our thinking.

Consider mathematical symbols: People point at them,
gesture over them, move them, and strike them out.
These actions serve myriad purposes: They direct spatial at-
tention, they aid memory, they keep one’s place in the
problem-solving procedure, and they make a solution
easier to reach. These actions are not peripheral to
knowing and doing mathematics, but part and parcel of
it. Mathematical symbols have the character that they do
so that perception–action loops can be brought to bear
on – be harnessed to – the practice of calculating. Equa-
tions have affordances that invite us to act on and with
them to achieve the task they were designed for. To learn
algebra is to acquire a sensorimotor skill, and acting in
accord with the rules of algebra is a matter of learning to
see and act in accord with the transformations that the
equations afford (Landy & Goldstone 2009).

Does this mean that doing math is mindless and noncog-
nitive, that it does not involve thinking? Of course not! I
hope it is clear by now that the rigid distinctions between
sensing and thinking and doing are among the many bad
ideas that need to be jettisoned in our reformed science

of the mind. Seeing and touching and interacting with
and manipulating things are partly constitutive of thinking.
We have achieved our cognitive capacities in part because
we have found ways to reuse our physical capacities to
augment our mental ones; in a process supported by
neural reuse, we repurpose our behavioral routines in mul-
tiple circumstances for myriad cognitive ends.
To drive this point home, and to preempt the argument

that the embodied, embedded, evolutionary developmental
account of cognition that is developed in After Phrenology
can never account for our capacity for natural language, I
outline a theory of language according to which language
is an interactive social practice. It is both a form of joint
action (Clark 1996; Sebanz et al. 2006) and a coordinating
structure for facilitating cognitive and social interactions
(Tomasello 1999). Language works by presenting and ma-
nipulating cultural affordances that will cause one’s dialog
partner(s) to see and do what the speaker intends to be
seen and done. Language works because it has developed
to take advantage of and is fitted to our interactive sociality
(and not because we evolved specialized, dedicated,
modular neural machinery to support it). Like all successful
artifacts – physical and cognitive both – it has the right two-
way fit: It suits both our abilities and its purpose. And like
all successful cognitive artifacts, it enhances our capacities
in various ways: It aids memory, improves self-control,
biases attention, and more. There is, of course, much
more to the argument, and much more to the story, and
for that I hope you will turn to After Phrenology.

8. Psychology after phrenology

As I hope is clear in this précis, and as I hope is compelling in
the book it introduces, I am calling for the development of a
new functionalism as the basis of a unified science of mind
that respects its biological bases, its evolutionary history,
and its environmental and cultural embeddedness. Among
its tenets are the claims that the functional architecture of
the brain has been established by natural selection through
a process marked by both differentiation and continuity,
that our complex and diverse behavioral repertoire is sup-
ported primarily by the ability to dynamically establish mul-
tiple different functional coalitions coordinating both neural
partnerships and extra-neural resources, and that the brain is
fundamentally action-oriented, with its primary purpose to
coordinate the organism’s ongoing interactions with the
world and adjustments to external circumstances. What
might psychology and neuroscience look like if the frame-
work I advocate in After Phrenology were widely adopted?
In an appendix to the book, I lay out the theoretical challeng-
es and a specific research agenda. Here, I will end with a
broad-strokes characterization of the science to come.

1. We will represent the functional activity of the brain in a
multidimensional manner that captures the underlying func-
tional and dispositional properties, and we will give up the
notion that the neural responses we observe and measure
must reflect the engagement of a single unified function.
2. We will expect not just local, but also distributed con-

tributions to overall function, determined by the interactions
between top-down and bottom-up, feed-forward and feed-
back processes. Structurally, we will attend to the interac-
tions between regions – how these change and how they
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map onto changes in behavior. We will develop better non-
componential models of functional integration that can
capture the myriad ways that function emerges from inter-
acting structure. Developmentally, we will work to establish
the mechanisms whereby potential functional partnerships
in the brain are discovered, tested, and maintained. Evolu-
tionarily, we will seek to capture the adaptivity of the organ-
ism in all its forms and to understand that natural selection
targets not just structures but also processes.
3. We will deeply rethink the vocabulary of cognition,

ideally giving the brain a voice in the process. In discerning
what the brain cares about, we will remember that it
evolved to be an action-control system, specializing in man-
aging the values of salient organism-environment relation-
ships. Hence, many of the properties to which the brain
is attuned will be action-relevant and relational; throwabil-
ity and climbability will likely be more important to the
brain than weight and slope.
4. We will recognize that cognition does not take place in

the brain alone. We think with and through artifacts and one
another. Although it will always be tempting (and occasionally
necessary) to bracket off the natural and social worlds to focus
on the brain in isolation, we will work to develop experimen-
tal paradigms that include robust social and environmental in-
teractions, and we will develop techniques for measuring the
details of the interactions among brain, body, and world.
5. We will embrace the empirical tools offered us by

machine learning, graph theory, independent component
analysis, multidimensional scaling, linear algebra, dynamic
systems theory, and so forth, that promise to help us do
justice to the dynamic complexity of the brain. We will
realize that the focus on local, linear correlations between
brain activity and simple stimuli will never be by itself suf-
ficient to capture the complexity of the brain and its inter-
acting parts. We will turn to empirical tools better suited to
measuring distributed information and able to disentangle
the psychological mixtures that brain activity reflects.

I believe that this is the most exciting time in the history
of the neurosciences. We have at our disposal phenomenal
technological tools allowing us to measure and analyze
function in ways unimaginable even just a few short years
ago. If we can manage to match the quality of our concep-
tual and experimental tools to the quality of our technology,
the scientific future is very bright. I hope After Phrenology
can help illuminate the path.
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Abstract: Anderson (2014) uses an impressive, consolidating review of the
literature to argue for major changes in cognitive science. Arguably,
however, much of what he proposes is not particularly new. He also
neglects important predictive coding approaches that call his perspective
of the brain into question, and his misconstrual of evolutionary psychology
devalues an influential paradigm that promises to complement his own.

Anderson’s (2014) After Phrenology makes an authoritative and
timely contribution to the literature by describing two key develop-
mental mechanisms (i.e., neural reuse and, more speculatively, in-
teractive differentiation and search) that have important
implications for our understanding of the brain. In particular, we
applaud his provision of a rigorous, empirically informed treatment
of the functional diversity and overlap of different brain regions that
also explains how higher-order, domain-general cognitive capacities
emerge from evolved neural circuitry. Arguably, these contribu-
tions call massive modularity into serious question. Like many
others, we agree with Anderson that in light of the evidence, this
view can no longer be reasonably sustained. As such, we think
that one of the chief virtues of Anderson’s work is that it brings
us one step closer to the abandonment of massive modularity as a
model of the brain. Naturally, any appeal for greater collaboration
across the cognitive sciences should also be lauded (particularly one
accompanied by such clearly specified and promising research di-
rections), and Anderson’s broader treatment of the functional prop-
erties of the brain is comprehensive, scholarly, and elucidating.
That being said, Anderson also seems to tell us little new. Buller

(2005), for example, forwarded neural plasticity as an important
developmental mechanism that accounts for domain-general capac-
ities in his critique of massive modularity a decade ago, and as An-
derson readily admits, he is not the first to focus on neural reuse to
explain how evolved neural mechanisms come to perform new cog-
nitive functions. Similarly, cognitive scientists have been emphasiz-
ing the complexity of the brain and its development, the functional
integration of neural regions, the need to use sophisticated dynam-
ical methods to analyze such complexities, and the pitfalls of mod-
ularity for many years now (e.g., Fotopoulou 2014; Karmiloff-Smith
1992; Kelso 1995; McIntosh 2000; Mesulam 1990; Meunier et al.
2010; Pfeifer & Allen 2012; Price & Friston 2002). As a consolidat-
ing synopsis of disparate research programs, After Phrenology is un-
doubtedly impressive, but it arguably falls short of constituting the
inception of a new paradigm –Anderson suggests that we use his
treatise as an impetus to “get to work,” but cognitive scientists
have already been undertaking such work for quite some time.
More critically, although we certainly agree that the brain can

be seen as an action control system, we are nonetheless skeptical
of Anderson’s claim that perception is not reconstructive. In par-
ticular, highly influential predictive coding approaches in neuro-
science call his action-oriented framework into question by
placing perception center stage (or at least on an equal footing
with action). Take, for example, Friston’s (2005; 2010) free-
energy principle, which asserts that the brain instantiates a biolog-
ical imperative to model the world. According to this perspective,
perception and action operate synergistically to minimize predic-
tion errors and optimize an individual’s internal representations of
the environment. A key corollary of this hypothesis is active infer-
ence: the idea that all behavior can be understood in terms of the
selective sampling of sensory data so that we experience what we
expect to (in order to avoid surprises). That is, we act upon the
world to ensure that our predictions are self-fulfilling (Friston
et al. 2009; 2010). Of course, one way to interpret this view is to
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suppose that action subserves perception, but at the very least, it
cautions against definitively attributing causal primacy to it.

Notably, there are times when Anderson also appeals to more of
a synergistic relationship between action and perception, and he
discusses ideas that are highly reminiscent of predictive coding
such as perceptual hypothesis generation (e.g., Gregory 1980). As
such, we imagine that Anderson has a clear idea about how predic-
tive coding accounts align with his own view, or – considering his
professed aversion both to global brain theories and the notion of
reconstructive perception – he might be inclined to reject them
outright. In any case, given the widely recognized explanatory
power of these models (e.g., Clark 2013b; Hohwy 2013) – and
their capacity to accommodate the sort of phenomena that Ander-
son calls upon to substantiate his own view (e.g., the size–weight il-
lusion; see Clark 2013a; Lupyan 2015) – his failure to explicitly
address them renders his conclusion that we should privilege hy-
potheses of action control somewhat questionable and premature.
For our part, we wonder why Anderson feels the need to advocate
such a polarizing view – the way we see it, given insufficient evi-
dence to the contrary, one should assume more of a dialectical, re-
ciprocally causal relationship between action and perception.

This brings us to our greatest reservation about Anderson’s
work – its cursory and misleading construal of evolutionary psy-
chology. Of particular note, his assertion that species-typical cog-
nitive patterns emerge from the repeated assembly of reliably
recurrent developmental resources was proposed by an evolution-
ary psychologist at the turn of the century (Caporael 1997; 2001)
and has been echoed by many others since (e.g., Badcock 2012;
Frankenhuis et al. 2013; Geary & Bjorklund 2000; Kenrick
2001; Lickliter & Honeycutt 2003). Given his critique of
massive modularity –which he appears to erroneously equate
with the broader paradigm of evolutionary psychology itself –we
think it would only be fair to acknowledge the theoretical hetero-
geneity of the field, not to mention its provision of a similar view of
the evolved brain (and the development of its functional proper-
ties) long before him.

Anderson’s underestimation of evolutionary psychology is partic-
ularly apparent in his treatment of massive modularity. Like most
critics of this view, he fails to distinguish between massive modular-
ity as an explanatory account of the properties of the brain and its
methodological value as a research heuristic. Regardless of the ve-
racity of massive modularity, evolutionary computational theories
continue to guide research in a systematic and highly productive
way, providing a wealth of insights into the adaptive significance
of mental processes and behavior (e.g., Buss 2012; Crawford &
Krebs 2008; Dunbar & Barrett 2007; Ellis & Bjorklund 2005;
Pinker 1997). Indeed, the convenience of the phenotypic gambit
is that it can produce substantive, testable hypotheses of behavior
without demanding recourse to a mechanistic explanation of how
it occurs. In other words, evolutionary psychologists chiefly concen-
trate on ultimate or functional analyses of cognitive and behavioral
patterns, not their neurobiological instantiation (Klasios 2014).
With this in mind, the pitfalls of massive modularity by no means
vitiate evolutionary psychology.

Consider the illustrative case of attentional biases toward
threatening stimuli. For example, research on snake detection
shows that both humans (Masataka et al. 2010) and other primates
(Shibasaki & Kawai 2009) display faster reaction times when de-
tecting a snake in an array of neutral pictures, relative to a
neutral picture in an array of snakes. Such findings resonate
with a wealth of studies suggesting that humans exhibit a percep-
tual bias toward evolutionarily recurrent threats; biases that occur
early in infancy –well before the acquisition of threat-relevant
fears – and are likely to play a causal role in privileging fear learn-
ing for certain stimuli (LoBue & Rakison 2013). Note, too, that
this need not denote a dedicated “threat-detection” or “snake-
detection”module. Although some researchers have certainly sug-
gested as much, others have left the mechanisms responsible for
this bias open to question – this has not, however, prevented
them from emphasizing its adaptive significance (see LeBou &

Rakison 2013). Indeed, to an evolutionary psychologist, such phe-
nomena make clear sense. If, however, we were to follow Ander-
son’s suggestion by abandoning this approach, we would be hard
pressed to conjure an equally parsimonious explanation for them.

By contrast, Anderson’s own suggestions for research seem
overly neurocentric – advocating a rather nonsubstantive, descrip-
tive approach to cognitive science. He tells us what cognitive scien-
tists should look for – and provides excellent advice on how to go
about it – but says very little about what, exactly, we should
expect to find. The idea that distinct patterns of functional neural
activity load on to “neuroscientifically relevant psychological
(NRP) factors” (sect. 6, para. 4) is self-evidently true, but it also pro-
vides few insights into what these factors actually are. We therefore
question the capacity of his approach to provide substantive hypoth-
eses about overt behavior – precisely what one would expect from
an action-oriented psychology. For this reason, although Ander-
son’s work will no doubt prove useful to cognitive neuroscientists,
we strongly suspect that most psychological scientists will find evo-
lutionary psychology far more fruitful than his own scheme.

Ultimately, although Anderson’s contribution is clearly impor-
tant, some of his central claims warrant skepticism, and it is far
from revolutionary. In particular, he recapitulates a perspective of
the evolved brain that originated from the very paradigm he tries
to refute, suggesting that evolutionary psychology and his own
view might be a lot more compatible than he thinks. By our estima-
tion, once we set a massively modular view of functional neuroanat-
omy aside, evolutionary psychology and Anderson’s approach
have the potential to be highly complementary. The former address-
es the ultimate “why” questions of psychological science by elucidat-
ing the adaptive significance of cognition and behavior; the latter,
mechanistic account can help us explain “how” these adaptive pat-
terns are neurobiologically realized. As evolutionary psychologists
have long been telling us (e.g., Badcock 2012; Barrett 2008; Dews-
bury 2009; Frankenhuis et al. 2013; Kenrick et al. 2002; Ploeger
et al. 2008; Scott-Phillips et al. 2011), these distinct levels of expla-
nation can be mutually informative and reinforcing. In short, al-
though we entirely agree that cognitive neuroscientists should
hunt for NRP factors, we think that evolutionary psychology is
one of the most promising places for them to look.

Why a developmental perspective is critical for
understanding human cognition
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Abstract: The evidence that Anderson (2014) marshals in support of his
theory of neural reuse is persuasive. However, his theoretical framework
currently lacks a developmental dimension. We argue that an account of
the fundamental aspects of developmental change, as well as the
temporal context within which change occurs, would greatly enhance
Anderson’s theory.

A number of theories have been put forward with the aim of uni-
fying and providing a framework for the neural and psychological
sciences. Do we need another one? According to Anderson
(2014), yes, we do. Anderson argues that many current theories
are based on suppositions that are demonstrably false, such as
the assumption that the mind is modular (Barkow et al. 1992;
Sternberg 2011) or that neurons and neuronal populations reach
a state in which they can respond only to a specific and restricted
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set of stimuli (Johnson 2001; 2011). On the contrary, according to
Anderson, the brain is a continuously self-organising system;
neurons are adaptively recruited in real time into partnerships
to form hierarchies at multiple levels and timescales, but these
partnerships are never truly fixed (“neural reuse”).

We agree with Anderson’s view that neural circuits can be put to
multiple uses. His theory of neural reuse can indeed explain a range
of phenomena, from synaesthesia to cross-modal plasticity (where a
cortical area for one function [e.g., vision] is used for a different one
[e.g., hearing in blind persons]). However, although Anderson’s
framework was motivated “first and foremost by functional, devel-
opmental, and evolutionary considerations” (p. 95, italics added),
he actually focuses on activity at multiple physical – but not tempo-
ral – scales. Yet, understanding developmental processes – at multi-
ple timescales – is crucial to understanding brain function.
Therefore, we believe that an account of the fundamental aspects
of developmental change, as well as the temporal context within
which change occurs, would greatly enhance Anderson’s theory.

The reason an emphasis on development is critical for under-
standing brain function is that (embodied, social) brains are adap-
tive “complex” systems, and complex systems are history
dependent (Buzsaki 2006; Kelso 1995). In other words, the
brain does not comprise neural and cognitive modules that pas-
sively process sensory information in order to prepare a behaviou-
ral response. Rather, much of the brain’s activity is self-generated;
sensory inputs help the brain to adjust its “internal connectivity
and computations to the spatial and temporal metrics of the exter-
nal world” (Buzsaki 2006, p. 11). That is, sensory information “gets
embedded into a context, an important part of which is time”
(Buzsaki 2006, p. 11). For example, auditory perception
depends both on the perceiver’s brain state and past experience
with physical inputs, as well as on the pattern of sound vibrations
reaching the cochlea. Hence, as Buzsaki (2006) argues, “each time
the same stimulus is presented, it generates a somewhat different
and unique trajectory in the neuronal space” (p. 13).

Anderson alludes to the importance of the temporal dimension
throughout his book, but rarely does he actually take time into
account. For example, how might neural reuse explain the
finding that, after brain insult, recovery of function is massively
dependent on time-related variables such as age at insult (e.g., An-
derson et al. 2010)? Yet, such a discussion might actually
strengthen Anderson’s theory. For instance, it is widely assumed
that early insults are distinct from those occurring in adulthood,
and consequently that the infant brain is more plastic than the
adult one. For example, whereas children with perinatal left-
hemisphere (LH) damage acquire age-appropriate language
skills, adults with similar LH lesions typically present with
aphasia (Bates et al. 2001; Ricci et al. 2008). According to John-
son’s (2001; 2011) Interactive Specialization framework (and the
broader neuroconstructivist approach; Elman et al. 1996; Mares-
chal et al. 2007), this reduction in plasticity is a consequence of
neural commitment, because functional brain development is
characterised by a process of increased tuning or selectivity of
functions (see discussion in Thomas 2003). However, recent evi-
dence has yielded a more complex, nonlinear relationship
between (for example) age of insult and recovery (Anderson
et al. 2010; see Anderson et al. 2011, for review). For example,
Vicki Anderson and colleagues (2010) found that children who
had sustained brain injury prior to 2 years of age performed
worse on a range of standardised neurobehavioural measures
than those who had acquired brain insults after 7 years of age, in-
dicating “greater early vulnerability” rather than “greater early
plasticity”. How can our current theories explain such findings?
Could the early brain insults have had cascading effects on the de-
veloping system? Could the fact that plasticity occurs on different
timescales – from spine plasticity (minutes) to the reorganization
of large functional networks (days, months) – help explain differ-
ences in recovery outcome? Indeed, a review by Vicki Anderson
et al. (2011) suggests that neither plasticity nor vulnerability the-
ories explain the wide range of functional outcomes after brain

insult (see also Giza & Prins 2006; Mosch et al. 2005). On the con-
trary, many different (time-related) developmental and environ-
mental factors are involved (Anderson et al. 2011). A theory that
takes development seriously (e.g., dynamic systems theory, neuro-
constructivism) may have greater success in explaining these time-
related phenomena.
Timing is also important in understanding the typically developing

(TD) brain. Take learning, for example. The acquisition of new skills
over the lifespan is constrained by age of acquisition; early learning
constrains the development of later cognitive and neural structures
(Hernandez & Li 2007). For example, in the language domain,
young children gain much deeper grammatical sensitivity when
learning new languages than (cognitively superior, even fluent-speak-
ing) adults (Johnson & Newport 1989). Why do we not learn equally
well over the lifespan? How does neural reuse help explain, for
example, why adult Japanese speakers who learn English as a
second language often have great difficulty in discriminating /r/
from /l/ accurately? Takagi and Mann (1995) examined the percep-
tion of /r/ and /l/ in adult Japanese learners of English as a function of
their exposure to the English language. They found that, although
persistent exposure (12 or more years in an English-speaking envi-
ronment) improved /r/-/l/ identification accuracy, the learners
never attained perfect perceptual mastery (see also Flege et al
1999; Takagi 2002; for reviews, see Birdsong 2006; Hernandez &
Li 2007). Yet, infants worldwide can initially perceive all of the pho-
netic and phonemic differences across languages (e.g., whatever
their mother tongue, early on all can discriminate between English
/r/ and /l/) and have the potential to master multiple languages
(Eimas 1975). Nevertheless, infants’ perception of nonnative distinc-
tions declines during the second half of the first year of life (Werker
& Tees 1984), and their ability to discriminate native speech sounds
increases (Kuhl et al. 2006). This developmental process (known as
perceptual narrowing) is clearly important, because it correlates with
greater language and reading skills later in life (Kuhl et al. 2008). But
it also suggests that the neural commitment arising from learning a
language early in development decreases the ability to learn other
languages later on in development (Kuhl 2004).
Neuroconstructivism can explain perceptual narrowing. Again,

this is because such accounts involve “neural commitment”
(Kuhl 2004) or “restriction-of-fate” (Mareschal et al. 2007),
whereby the neurocognitive functions involved in human percep-
tion gradually “specialize” over developmental time for socially
relevant information – in faces, voices, music, language, and
action (e.g., Lewkowicz & Ghazanfar 2009; Scott et al. 2007;
Werker & Tees 2005; see Pascalis et al. 2014, for discussion).
Anderson’s framework can also account for these developmental
data, by arguing that the early formation of functional networks
constrains the emergence of future ones. Moreover, there is evi-
dence that perceptual narrowing can be reversed in 9-month-old
infants under certain conditions (Kuhl et al. 2003), which fits well
with the concept of neural reuse. But a focus on developmental
change of this nature is missing from Anderson’s book. Precisely
what is the difference between infants and adults in these kinds
of studies? Why are neurons or neuronal populations not being
reused to help Japanese adult learners of English (i.e., perceptual
narrowing has not been reversed in children older than 9
months)?How are later emerging networks constrained by the ex-
istence of earlier developing ones?
Developmental change is also crucial for understanding indi-

vidual differences. As Anderson acknowledges, the emergent be-
haviour of a system (e.g., social anxiety in an individual) is not
reducible to the microstates of the system’s parts (e.g., genes,
neurons). Rather, emergent properties arise as a result of addi-
tional laws that apply at higher levels. These additional laws,
which include developmental principles, as well as principles of
functional brain organisation and social context, constrain the ar-
rangement and behaviour of the components at levels below, and
help explain why particular properties (e.g., social anxiety) are
present in some individuals but not in others. Moreover,
because complex systems tend to gravitate towards certain
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stable patterns of activity (Kitano 2004; Thelen & Smith 2006),
understanding developmental processes can also help explain
why qualitatively new and unexpected functional states emerge
(e.g., psychosis). Furthermore, it can help explain why some
states (e.g., psychosis) are relatively common. Some states can
induce changes in the system that make it more likely for them
to re-emerge in the future. For example, there is evidence that
normal homeostatic processes in dopaminergic signalling path-
ways can, under certain circumstances, compound the effects of
perinatal deficits in the brain – and subsequently drive the
system into psychosis and (thereafter) schizophrenia (e.g.,
Lisman et al. 2008). Hence, brain structure and function are
deeply yoked to developmental processes, and therefore we
must consider developmental trajectories when striving to
account for individual differences and especially when trying to
understand how various neurodevelopmental disorders arise (Kar-
miloff-Smith 1998). This is especially important if, as Anderson
contends, relations between neurons (or populations of neurons)
are never fixed but vary over time.

Therefore, thinking developmentally can help the scientist to
understand a range of phenomena that are related to brain struc-
ture and function. Important developmental questions include: Is
there more neural search early on in life? How and when ontoge-
netically does neural reuse actually occur? Some groups of
neurons (e.g., those in anterior insula) are more functionally
diverse than others (e.g., those in primary visual cortex) (Anderson
2014): Do all groups of neurons start off functionally diverse, with
some becoming more specialised than others over developmental
time? Do the (low-level) functional biases of local networks also
change over time? As coalitions of neurons emerge and grow in
strength, does the brain become progressively less plastic? If
neurons used for processing objects become co-opted into learn-
ing a language, does that affect their role in object processing? Or
can neurons be “reused” without any cost (see Liu et al. 2015, for
evidence of neural trade-offs)? Does the brain develop from a rel-
atively labile state to one that falls in between labile and stable, or
is it always labile? The neural reuse theory accounts for rapid
online adaptivity to changing environments. But is this plasticity
unconstrained – i.e., might it produce a brain that is too malleable
(Bavelier et al. 2010; Hensch 2005; Karmiloff-Smith 2015)? If
neurons can be co-opted into different coalitions without any
cost, then how would neural reuse explain phenomena such as
the developmental “rise and fall” of synaptic density (Goddings
& Giedd 2014; Huttenlocher 1990; 1994), “U-shaped” curves in
development (e.g., Casey et al. 2010; Giedd & Rapoport 2010;
see Rogers et al. 2004, for discussion), or perceptual narrowing
in infants (Werker & Tees 1984)? The preceding are all funda-
mentally developmental questions. A developmental perspective
is, in fact, crucial because the timing of developmental events is
likely to be an important constraining factor.

In conclusion, Anderson’s idea that neurons are recruited into
partnerships that are never fixed is a compelling one. However,
we argue that at every level of an adaptive, complex system, one
cannot ignore its developmental history and environmental
context. Hence, an understanding of the human mind/brain re-
quires a truly developmental perspective that, in our view,
would greatly enhance Anderson’s theoretical framework.

Becoming an expert: Ontogeny of expertise as
an example of neural reuse
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Abstract: In this commentary, we discuss an important pattern of results
in the literature on the neural basis of expertise: (a) decrease of cerebral
activation at the beginning of acquisition of expertise and (b) functional
cerebral reorganization as a consequence of years of practice. We show
how these two results can be integrated with the neural reuse framework.

In After Phrenology, Anderson (2014) presented the neural reuse
framework, which opposes both modular and holistic views of
brain architecture. In evolutionary terms, neural reuse claims
that the brain evolves, not by adding new specialized modules,
but by acquiring new functions by recombining local areas in
new ways. Ontogenetically, neural reuse involves the processes
of interactive differentiation (local areas have different profiles
and interact in different ways as a function of development) and
neural search (the active testing of multiple neuronal combina-
tions until finding the most appropriate one for a specific skill,
i.e., the neural niche of that skill).

One testable hypothesis of the neural reuse framework is that
novices in a domain of expertise show widespread brain activation
when performing a domain-specific task, whereas experts show a
more focused pattern of brain activity. This is because, at the be-
ginning of acquiring a skill, the brain is searching for an appropri-
ate combination of areas, whereas the experts’ brains have already
settled in a specific network of brain areas to perform domain-spe-
cific tasks. Indeed, Anderson (2014) presents data supporting this
hypothesis (e.g., Merabet et al. 2008; Petersen et al. 1998; Peters-
son et al. 1997; Poldrack et al. 1998).

The field of research on the neural implementation of expertise
has been very prolific in the last 15 years; therefore, it seems per-
tinent to evaluate Anderson’s hypothesis exhaustively in light of
new data. In fact, Guida et al. (2012; see also Guida et al. 2013)
reviewed the literature on neural implementation of expertise in
tasks related to working memory. They found two effects: (a)
studies investigating individuals who receive training in working
memory-related tasks (from two hours up to five weeks) show
mainly a decrease of cerebral activity in prefrontal and parietal
working memory areas after training, whereas (b) studies using
experts and novices in different fields performing domain-specific
working memory-related tasks tend to show that the brain areas
activated to perform those tasks differ between novices and
experts (Guida et al. [2012] referred to this effect as functional
neural reorganization). As suggested by Anderson (2014), the
first effect (i.e., the reduction of brain activity as a result of a
number of hours of training) is consistent with the process of
neural search. Even though the second effect was not envisaged
by Anderson (2014), we propose that it is also compatible with
neural search. The first effect reflects the fact that a developed
skill finds a neural niche within the network of brain areas used
at the beginning of skill acquisition, whereas functional neural re-
organization reflects a more radical type of neural search: the skill
finds its neural niche in a different set of brain areas. In the rest of
this commentary, we explain in more detail these two effects,
which are connected by Guida and colleagues (Guida et al.
2012; 2013) in a two-stage framework, and link them to the
three implications of the neural reuse framework that Anderson
put forward in his précis (sect. 1, para. 3).
Experts: Reusing the mediotemporal lobe. (1) “First and most

obvious, newly acquired capacities are generally supported by
mixing and matching the same neural elements in new ways”
(sect. 1, para. 3). This first implication is in accordance with the
expertise literature. As a consequence of their extended practice,
experts develop domain-specific knowledge structures (i.e.,
chunks and more sophisticated knowledge structures; see an
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explanation in the next section). These new knowledge structures
allow experts to reuse the mediotemporal lobe in a completely dif-
ferent way compared to novices (Campitelli et al. 2007; Guida
et al. 2012; 2013). Whereas novices typically use episodic long-
term memory areas (e.g., the mediotemporal lobe) for performing
long-term memory tasks, experts are able to (re)use these areas
also for performing working-memory tasks.

As theorized by Ericsson and Kintsch (1995) and Gobet and
Simon (1996), this reuse occurs when there is a tight connection
between working memory and long-term memory through re-
trieval cues or slotted schemas, which allow a fast transfer of infor-
mation between these two types of memory (see also Gobet
2000a; 2000b). Therefore, the interaction between working
memory and long-term memory is crucial for functional neural re-
organization to take place. This certainly echoes Anderson’s (2014,
p. 40) view that “function depends much more on the interactions
between parts than on the actions of parts,” and relates to Ander-
son’s second principle of a functionalist neuroscience: “Our
complex and diverse behavioral repertoire is supported primarily
by the brain’s ability to dynamically establish multiple different
functional coalitions” (2014, p. 296).

The relation between working memory and episodic long-term
memory also relates to another interesting effect described by An-
derson: unmasking. The basic idea is that brain regions are sup-
posed to be specialized to process one type of input (e.g., the
occipital cortex is supposed to be specialized in processing visual
input). However, under special conditions in which the source
of dominant input is disrupted (e.g., injury, sensory deprivation),
this brain area can process a different type of input, unmasking
a new processing capacity for this area. Moreover, Anderson
argues that the disruption of normal input is not a necessary con-
dition and that unmasking can be observed also under more
typical conditions. The development of expertise, as postulated
by the two-stage framework, offers a good example of this. It is
indeed possible that the decrease of activity in the first stage
may help the unmasking and thus reuse of the mediotemporal
lobe, allowing the occurrence of the second stage. We also
agree with Anderson when he proposes that unmasking must
not be seen as passive. From our point of view, functional
neural reorganization occurs through the use of knowledge struc-
tures. The efficiency of these structures is a necessary condition.
However, the biological reasons that undergird such processes
are unknown.
Experts: Re-using spatial processes. (2) “Second, and perhaps

less obvious, neural reuse would appear to support and encourage
procedural and behavioral reuse” (sect. 1, para. 3). Guida et al.
(2012) provided an explanation of the cognitive processes that
both cause and are the consequence of the two identified patterns
of brain activity in expertise studies. The first stage – decrease of
cerebral activity – has been linked to chunking (Chase & Simon
1973; Cowan 2001; Gobet et al. 2001). When practice begins, in-
dividuals start binding various domain-specific patterns (e.g., in
chess, configurations of pieces) together, which ultimately result
in a compression (Mathy & Feldman 2012) of the elements into
one structure, a chunk. Once chunks are built, separate domain-
specific patterns can be processed as one element, which means
that less cognitive resources are needed, and this is reflected as
a reduction of brain activation to perform a domain-specific
task. As a consequence of practice and expertise, chunks grow
in size (e.g., Cowan et al. 2004; Chen & Cowan 2005) and com-
plexity (e.g., Chase & Simon 1973; Gobet & Simon 1996), and
with years of training, they become high hierarchical chunks:
knowledge structures. These structures (Ericsson & Kintsch
1995; Gobet & Simon 1996) allow experts to encode information
in episodic long-termmemory in a fast and reliable fashion even in
conditions typical of working-memory tasks (rapid presentation of
several elements), which is not possible for novices using similar
cell assemblies in the mediotemporal lobe.

As pointed out above, to be able to use episodic long-term
memory in a fast and reliable fashion, individuals must develop

specific knowledge structures. This illustrates how human
beings, “repurpose our behavioral routines in multiple circum-
stances for myriad cognitive ends” (sect. 7, para. 3). A well-
known example in the domain of expertise is the method of loci,
which is thought to be the first (internal) mnemonic (Worthen
& Hunt 2011; Yates 1966), initially proposed by Simonides of
Ceos more than two millennia ago. In ancient Greece, orators
would visualize a sequence of familiar locations (in their house
or a familiar route with salient locations) before a speech and
use them to mentally store important words. Subsequently,
during their speech, they would take a mental tour and retrieve
each word through the familiar locations. This technique is still
in use among expert mnemonists (Pridmore 2013). Maguire
et al. (2003) revealed the functional cerebral pattern of these
mental walks by comparing mnemonists with all-comers. They
found comparable activations in both groups in prefrontal
working memory areas, but specific activations for the mnemon-
ists, in the left medial superior parietal cortex, in the bilateral ret-
rosplenial cortex, and in the right posterior hippocampus (for a
similar pattern, see also Pesenti et al. 2001); these regions are im-
portant for episodic memory and crucial for spatial memory and
navigation (e.g., Burgess et al. 2002). Therefore, it seems that
with hours of training, mnemonists are capable of using the
mental image of their house (or of a route) as a slotted schema
and transfer the incoming information from working memory to
long-term memory by associating the new information with each
slot (the familiar locations), instead of simply storing the informa-
tion in working memory. The consequence of the use of the
method of loci is an increased memory capacity and cerebral func-
tional reorganization.
This example clearly shows how experts reuse spatial cognitive

processes to encode verbal information. These elements are
linked to section 7 of Anderson’s précis, “Reuse, interaction, and
‘higher-order’ cognition,” and perfectly illustrate the fact that “we
have found ways to reuse our physical capacities to augment our
mental ones; in a process supported by neural reuse” (sect. 7,
para. 3). Interestingly, a similar process has also been found in
“all-comers.” Van Dijck and Fias (2011, see also Guida et al.
2015) showed that verbal information processed in immediate
memory was mentally organized from left to right based on the
order of presentation. This suggests that order in working
memory could be coded through spatial positional tagging (Abra-
hamse et al. 2014; Guida & Lavielle-Guida 2014). Based on this
idea, Guida and Lavielle-Guida (2014) proposed that spatial posi-
tional tags in all-comers were comparable to the spatial locations
of expert mnemonists, proposing the generic term of spatialization.
The final twist that links all-comers to expertise is that the left to
right spatial positional tagging observed in all-comers could be
the result of expertise in reading and writing.
Experts versus novices: Sameworking-memory tasks but differ-

ent processes and cerebral substratum. (3) “The third implication
… not every cognitive achievement… need be supported by a spe-
cific targeted adaptation” (sect. 1, para. 3). As emphasized by An-
derson, the last implication follows neatly from the previous
points. Indeed, we believe that the assemblies of neurons that
code for location did not evolve for encoding and retrieving
words like in the method of loci. This example enters in a much
wider picture when taking into account working memory. It
is well established that prefronto-parietal areas are crucial for
working memory in all-comers (Cowan 2011; Postle et al. 1999;
Postle & D’Esposito 1999; Todd & Marois 2004; Vogel & Machi-
zawa 2004). However, as highlighted above (see also Guida et al.
2012; 2013), when experts execute working memory related-tasks
within their domain of expertise, completely different brains areas
are activated (e.g., the mediotemporal lobe). In this case, expertise
via new assemblies of cells allows experts to circumvent the limits
of working memory by using a part of episodic long-termmemory.
This shows that a same cognitive achievement (here, working
memory task) needs not to be supported by a specific targeted
adaptation.
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Conclusion. The neural reuse framework proposes that the
same assemblies of cells can be used for different cognitive func-
tions or tasks in different contexts. Research into the neural imple-
mentations of expertise supports Anderson’s (2014) hypothesis
that brain activity decreases and becomes more focalized when
a skill is learned. However, another pattern of results in the exper-
tise literature was not envisaged by Anderson – a change of the set
of networks used to perform a working-memory task as a function
of expertise. We presented an explanation of how this effect can
be explained by the concept of neural reuse.

A registration problem for functional
fingerprinting
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Abstract: Functional fingerprints aggregate over heterogeneous tasks,
protocols, and controls. The appearance of functional diversity might be
explained by task heterogeneity and conceptual imprecision.

Anderson (2014) promises to move neuroscience beyond phrenol-
ogy by rejecting strict functional localization, the idea that the
brain is composed of highly selective and functionally specialized
areas connected along developmentally and evolutionarily dedi-
cated pathways. Anderson proposes a competitor idealization,
the neural reuse hypothesis, according to which the activities of
different brain regions flexibly recombine to support performance
across many different task domains. Anderson supports this hy-
pothesis in part by appeal to functional fingerprints, a novel meth-
odological contribution for representing and analyzing functional
diversity in the brain.

Functional fingerprinting is a data-driven tool that relies on
meta-analyses of neuroimaging studies to characterize which
task domains preferentially engage a given brain region. Anderson
borrows his task domains from the BrainMap database (Fox et al.
2005; Laird et al. 2005). They are defined by two features: (a) a
cognitive construct (such as working memory) and (b) a collection
of tasks (and, more specifically, a set of studies) unified by the fact
that they are commonly accepted ways of studying that construct.
Domains include several emotions, action, attention, working
memory, reasoning, vision, and others (see Fig. 2 in the target
article). Fingerprints are designed to capture the functional diver-
sity of a given brain region or network. For a brain area to be func-
tionally involved in a task domain (for a given construct) is for it to
be active during tasks that neuroscientists accept as valid for
studying that construct. The functional fingerprint for that brain
area is a polar plot in which vertices represent different task
domains. Distances along each vertex represent the number of ac-
tivations at a given site for a particular task domain expressed as a
percentage of the total activations reported at that site across all
sampled task domains. Anderson extends this idea to explore
the functional diversity of brain networks, but this extension
relies fundamentally on the more basic project of constructing
the fingerprint itself.

This method is prone to the problem of functional registration.
Anderson’s fingerprinting method aggregates findings obtained in
fMRI studies using diverse experimental task conditions, distinct
subtraction conditions (controls), and distinct experimental proto-
cols. Given the diversity of tasks, controls, and protocols, one
would expect to observe activation in regions that are nonspecific

to the domain-defining psychological construct under investiga-
tion. Performance across different experimental task and control
conditions will often rely on different cognitive capacities and
will therefore recruit different underlying neural mechanisms,
leading to differences detectable in neuroimaging experiments
(e.g., Owen et al. 2005; Price et al. 2005). Fed into Anderson’s
method, such nonspecific activations will functionally implicate a
region in a task domain simply because it was not controlled for
in the task in question. As a result, failures to register differences
between tasks, controls, and protocols within a given task domain
will contaminate one’s measurements of functional diversity with
extraneous and ancillary activations tied to aspects of the compar-
ison that were either irrelevant or simply uncontrolled for in the
context of the original studies. Our suspicion is that Anderson’s
method glosses over heterogeneity in task and control conditions
to a degree that could explain the functional diversity he reports.

To illustrate this, suppose for the moment (as Anderson does)
that we accept the BrainMap taxonomy as a more or less
correct taxonomy of cognitive capacities or functions. Anderson
does not characterize precisely how task-relevant activations are
sorted from task-irrelevant activations, but it is difficult to envision
how this could be done systematically for all studies subsumed
within a given meta-analysis in a way that avoids the perils of
simply associating activations with tasks and tasks with constructs.
Consider the task domain of working memory, for example.

Owen et al.’s (2005) recent meta-analysis of working memory
activations focuses specifically on 24 studies employing the so-
called n-back task (just one type of task associated with the
working memory task domain in BrainMap). Although all of
these studies nominally employ the same task, Owen et al.’s
(2005) systematic cataloging of different parameters used in the
n-back task reveals considerable task diversity. In particular,
they identify four major categories of n-back task (location moni-
toring, identity monitoring, verbal stimuli, and nonverbal stimuli),
which can be further subdivided along a number of finer-grained
dimensions including how many trials back subjects are matching
(n = 1-, 2-, 3-back). These n-back studies also differ substantially
in the chosen contrast (i.e., the control condition used). For
example, a task subtraction might subtract activation observed
in the n = 3 condition from the activation observed in the n = 2
condition, it might subtract activation in n = 2 from that in n =
0, it might subtract activation during matching of Korean words
from that of English words, it might subtract activation in re-
sponse to letters from that in response to shapes, or it might
reflect monotonic increases in task difficulty.

Surprisingly, Owen et al. (2005) report that despite this task
diversity, some frontal and parietal activations are consistent
across these different task conditions. This result is surprising and
valuable precisely because it reveals the signal in the noise. One
does not expect such tidy results emerging from such a motley col-
lection of experimental paradigms. Yet, critically, Owen et al. (2005)
also show that there are differences in activations depending on
whether the material is presented visually or aurally and on
whether the task involves identity or location monitoring. No task
is “pure” in the sense that it requires all and only the mechanisms
responsible for a given task domain. When one pools data across
different tasks that are “impure” in different ways, one is likely to
aggregate over ancillary activations resulting from aspects of the
task not specific to the construct in question: in other words, the
false appearance of functional diversity. And this is the primary
point: there will be many regions showing nonspecific activation
that do not overlap between these task presentations. Although
these diverse regions of nonoverlap are not the focus in Owen
et al.’s (2005) meta-analysis, they are central to interpreting Ander-
son’s findings because they are the data points for his functional fin-
gerprints. The appearance of functional diversity could hence result
from the incautious pooling of data from heterogeneous tasks and
protocols employing distinct control conditions.

Anderson’s fingerprints are a kind of aggregate “reverse infer-
ence” (from activation during a task to functional involvement in

Commentary/Anderson: Précis of After Phrenology: Neural Reuse and the Interactive Brain

BEHAVIORAL AND BRAIN SCIENCES, 39 (2016) 15

mailto:david.kaplan@mq.edu.au
mailto:ccraver@wustl.edu
http:&sol;&sol;www.davidmichaelkaplan.org&sol;
https:&sol;&sol;pages.wustl.edu&sol;cfcraver
http://journals.cambridge.org


http://journals.cambridge.org Downloaded: 01 Jul 2016 IP address: 129.78.139.29

the construct/task domain), but without the careful attention to
task construction and control required in each case to make the
reverse inference convincing. Traditional problems with reverse
inference in neuroimaging (such as the existence of nonspecific
activations during task performance) are thus both multiplied
and obscured in Anderson’s functional fingerprints. Indeed,
given the diversity of protocols with which the analysis begins,
one would expect evidence of functional diversity even if localiza-
tion were broadly true. The challenge going forward is to devise
methods that can successfully establish functional diversity as a
real feature of brain organization rather than as a reflection of
the heterogeneity and imprecision in our methods.

Performing an informative meta-analysis about the functional
diversity of a brain region will require precisely the kind of work
that should have been, and in some quarters has been, driving
task-based fMRI all along: to devise task-control pairs in such a
way that they isolate the areas involved in the construct under in-
vestigation independently of other ancillary activations. Anderson
does not explain how tasks and controls are chosen, related to one
another, or grouped into task domains in his meta-analytic
method. Without this information, attempts to read off “function-
al involvement” directly from activation profiles each involve a
separate, incautious reverse inference for each activating task
hidden behind the veil of a meta-analysis.

The problem of functional registration is just a specific applica-
tion of a more general challenge facing any meta-analytic ap-
proach to functional diversity such as Anderson’s – to distinguish
the signal of functional diversity from the inevitable and expected
noise produced by experimental heterogeneity. Variability in task
and control conditions is just the tip of the iceberg. Other sources
of experimental “noise” in fMRI meta-analyses include differenc-
es in subject population, spatial normalization, scanner strength,
and essentially any other uncontrolled variables capable of affect-
ing experimental outcomes (for further discussion, see Brett et al.
2002; Costafreda 2009). Within the localizationist framework, the
rules are clear: search for a task (or task domain) that preferential-
ly drives the area in question. In the context of neuroimaging
meta-analyses, the primary objective is to identify the consistently
activated regions (if any exist) across a set of studies that are
assumed to probe the same psychological state or capacity using
similar or identical experimental tasks (Fox et al. 2014).

Anderson urges us to abandon (or at least, relax) these localiza-
tionist assumptions and to think instead of brain regions multitask-
ing and recombining across different task domains. Anderson’s
framework predicts that brain activation patterns will tend not
to show sharp functional specialization, but will instead fan out
broadly across the polar graph. One limit of this framework, as
it is currently developed, is that it makes no specific predictions
(comparable to those made by localization), except that one will
not see the functional specialization predicted by the localization-
ist. But if functional diversity is the expected outcome when
pooling fMRI data across different experimental tasks (regardless
of whether the hypothesis of localization, reuse, or some other
hypothesis is correct), then the data reported in functional finger-
prints fail to decide between localization and reuse. Anderson’s
proposed method currently lacks a principled way to sort the
noise introduced by experimental heterogeneity from the signal
reflecting real functional diversity in the brain. Perhaps more spe-
cific, risky predictions about the kinds of diversity one is or is not
likely to see would be more compelling.

Despite these criticisms, we think that Anderson’s critical per-
spective on classical localization is commendable. The very idea of
functional diversity enjoins us to think more broadly about how
functions might be localized in the brain. However, we do not
think that Anderson has succeeded entirely in sketching a way to
do cognitive neuroscience “without the analysis, decomposition,
and localization of component cognitive operations” (Anderson
2014, p. 117). In the first place, Anderson relies on the BrainMap
taxonomy of task domains and so simply embraces the dominant
ideas in contemporary cognitive science concerning how brain

systems should be functionally analyzed and decomposed.
(Notably, Gall [1835], one of the original phrenologists, promoted
radical revision in our taxonomy of cognitive functions.) Whether
a given brain region turns out to have a narrow or broad orientation
around the polar graph is highly sensitive to how the vertices of the
graph are defined. What appears as functional diversity through the
lens of one particular taxonomy of task domains could appear as
functional unity through the lens of another.
The fact that Anderson’s method implicitly reifies the task

domains of BrainMap brings to mind a warning issued long ago
by Petersen and Fiez (1993). They counsel against assuming
that the function of a brain region can be identified with the
tasks used to activate it; as they prosaically remark, there is no
tennis forehand area in the human brain. There is no such area,
first, because the tennis forehand likely involves contributions
from many distinct and dissociable cognitive processes (i.e., re-
cruits many different task domains). Again, this is why the
problem of functional registration is a difficult one to solve.
Second, there is no such area because any particular experimental
task (including performing a tennis forehand) is at best a proxy for
or representative of some broader class of behavioral or cognitive
phenomena that is the real target of explanation. The functions
that ultimately get localized in the brain might therefore be very
distant from the tasks that are paradigmatically used in our exper-
imental investigations. The general lesson here is that the concep-
tual relationships between tasks, task domains, and cognitive
constructs is complex and dynamic, and cannot be taken for
granted without costs.
With the above points taken into consideration, Anderson’s

neural reuse hypothesis might be understood, not as a complete
rejection of localization, but rather as a form of localization consis-
tent with dominant attitudes in the contemporary neuroimaging
community (Petersen & Fiez 1993). According to this approach,
elementary operations, not tasks, are functionally localized to
brain regions. Recent work on so-called canonical neural compu-
tations – i.e., standard computational operations applied across
different brain areas – reinforces this idea (Carandini & Heeger
2012). According to this view, elementary operations might be
rather task-general and might be flexibly recombined in many dif-
ferent task domains. The picture is still localizationist, but the lo-
calized functions are conceptually distant from traditional task
domains and psychological constructs. These areas will be func-
tionally diverse from the point of view of the BrainMap task
domains, but functionally unitary once the correct elementary op-
eration has been identified. Regardless, we will continue to face
the challenge of separating diversity in the brain from messiness
in our cognitive categories and from imprecision and heterogene-
ity in our experimental tasks.

The reification objection to bottom-up
cognitive ontology revision
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Abstract: Anderson (2014) proposes a bottom-up approach to cognitive
ontology revision: Neuroscientists should revise their taxonomies of
cognitive constructs on the basis of brain activation patterns across many
tasks. We argue that such bottom-up proposal is bound to commit a
mistake of reification: It treats the abstract mathematical entities
uncovered by dimension reduction techniques as if they were real
psychological entities.
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Reverse inference consists in inferring that a task recruits a psy-
chological process (P) on the grounds that a brain structure (S)
is activated during this task (as observed by, e.g., fMRI). It is
often assumed that reverse inference is valid only if activation is
selective, that is, if the ratio P(activation of S/P is recruited)/P(ac-
tivation of S/P is not recruited) is high (Poldrack 2006). Because
brain areas are typically multifunctional, cognitive neuroscientists
have grown skeptical of area-based reverse inference. Anderson
endorses this pessimistic conclusion – “It should go without
saying that we must also curtail the common practice of reverse
inference” (Anderson 2014, p. 113) – and the first two chapters
of After Phrenology (Anderson 2014) extensively review the multi-
functionality, hence low selectivity, of brain regions.

One can address the problem raised by multifunctionality in
three different ways. First, reverse inference can be reformulated
to depend on diagnosticity instead of selectivity (Machery 2014).
In this approach, reverse inference is valid only if the activation dis-
criminates between the recruitment of a first psychological process,
P, and of a second psychological process, P′, that is, only if the ratio
P(activation of S/P is recruited)/P(activation of S/P’ is recruited) is
high. Second, one can increase the selectivity of brain activation
by revising cognitive neuroscientists’ brain ontology: Instead of fo-
cusing on regional activation, one can reverse infer on the basis of
activation in other brain structures (e.g., networks) that may be se-
lectively associated with psychological processes (e.g., Glymour &
Hanson, forthcoming). In chapter 4 of After Phrenology, Anderson
rejects this second approach on the grounds that brain networks too
can be multifunctional. Anderson’s concern here is speculative, and
more evidence is needed before discrediting brain ontology revi-
sion. Large-scale brain networks (e.g., effective connectivity net-
works), or activation patterns within those networks (e.g., as
measured by MVPA), may be far more selective or diagnostic
than individual regions. Third, one can increase the selectivity of
brain activation by revising cognitive neuroscientists’ cognitive on-
tology: On this approach, activation of brain structures is not selec-
tive because cognitive neuroscientists lack the right set of cognitive
constructs for describing the functions or computations that these
structures perform (e.g., Poldrack 2010).

This third approach has led to a lively debate about cognitive
ontology revision (Klein 2012; Lenartowicz et al. 2010; McCaffrey
2015; Poldrack et al. 2009; Price & Friston 2005). As Anderson
perspicuously notes, most “revisionists” have a conservative goal:
Taking current cognitive ontology as their starting point, they
attempt to validate cognitive constructs by investigating whether
they can be selectively associated with brain activation patterns
(e.g., Lenartowicz et al. 2010). By contrast, chapter 4 of After
Phrenology advocates a revolutionary goal. Anderson’s project is
not to determine which members of current cognitive ontologies
are valid and which are invalid, but rather to propose entirely new
cognitive constructs by mining fMRI datasets. Before describing
and assessing Anderson’s proposal, we note that it is unclear
whether his goal is to revolutionize the constructs psychologists
are working with (e.g., recommending they stop using the con-
struct of working memory) or, less ambitiously, whether he is pro-
posing a new cognitive ontology for cognitive neuroscientists: In
this case, the idea would be to develop novel ways of characteriz-
ing what neural structures do.

Anderson’s central idea is that cognitive neuroscientists should
not characterize the intrinsic function of each brain region – that
is, the operation the region performs independently of its neural
context (e.g., its computational function); instead, they should
quantitatively characterize each region’s disposition to be involved
in a given set of tasks. Anderson calls such dispositions “neural
personalities.” Neural personalities allegedly vary with respect to
some fundamental psychological dimensions (or “neuroscientifi-
cally relevant psychological (NRP) factors”), exactly as personality
varies with respect to a few dimensions (e.g., extraversion). The
dimensions of neural personality need not correspond to existing
cognitive constructs, and they must be discovered by examining
brain activation across many tasks (more on this below).

Several points about Anderson’s proposal are noteworthy. First,
the focus on neural personalities instead of intrinsic functions is a
radical change of heart for Anderson, who previously advocated
characterizing regions’ workings – roughly, their context-insensi-
tive computational functions (Anderson 2010). Second, it is not
clear whether Anderson denies that brain regions have intrinsic
functions or merely thinks the best strategy for cognitive neurosci-
entists is to characterize their neural personalities, while conced-
ing that future efforts could identify their intrinsic functions. The
anti-computationalist rhetoric in After Phrenology suggests the
former, but more guarded remarks support the latter. Third, An-
derson mainly resists the call to revise brain ontology, focusing
mostly on the brain structures – that is, individual regions – that
cognitive neuroscientists have traditionally studied. In this
respect, After Phrenology is surprisingly conservative. Fourth,
Anderson’s focus on neural personalities implies that, in contrast
to Poldrack’s approach, the search for selective activation plays
no role in cognitive ontology revision: A “central point of this
book is not just that we don’t get selectivity in the brain but that
we don’t need it.We can stop looking for it” (2014, p. 141, empha-
sis in the original). Fifth, Anderson proposes to identify the di-
mensions of neural personalities (the NRP factors) in a strictly
bottom-up manner: The proposal is to infer these new cognitive
constructs from the brain’s “behavior” – its activation patterns –
across many tasks. In this respect, After Phrenology is surprisingly
radical. Cognitive neuroscientists typically impose existing cogni-
tive constructs onto the brain to interpret task-related activation.
Instead, Anderson proposes using brain activation patterns
across tasks to determine their psychological nature –what the
tasks have in common and how they differ from a psychological
point of view: “[O]ne can (…) use these data [i.e., the data from
imaging experiments] to let the brain tell us something about
these experiments – to reveal the underlying attributes of the
task situation to which the brain differentially responds” (2014,
p. 138).

How should researchers interpret NRP factors (the dimensions
along which neural personalities vary) and neural personalities
themselves? There are two ways of interpreting them: an instru-
mentalist or a realist interpretation. According to the instrumen-
talist interpretation, these dimensions (NRP factors) are just a
way of summarizing how similar the brain activation patterns elic-
ited by the tasks under consideration are, and ascribing a neural
personality to a brain area is just nothing more than a way of sum-
marizing the data showing how this area is differentially active in a
set of tasks. According to the realist interpretation, the dimensions
of neural personality are real psychological constructs: That is,
they can feature in causal explanations. After Phrenology is
unclear about which of these two interpretations is correct, but
Anderson appears to view NRP factors as explanatory and
causal: “NRP factors should be understood as a region’s disposi-
tion to help shape an organism’s behavior in a situation, to help
determine the character of the organism’s interaction with its en-
vironment, or to manage some aspect of the organism-environ-
ment relationship” (2014, p. 151). These two interpretations of
neural personalities should be familiar to readers acquainted
with the history of psychology: Psychologists have long debated
whether traits such as IQ or personality dimensions should be in-
terpreted instrumentally or realistically.

Our main contention is that, just like other attempts at revising
cognitive ontologies in a strictly bottom-up manner, Anderson’s
revolutionary endeavor to develop new cognitive constructs –
the NRP factors and the neural personalities – can be interpreted
only instrumentally, and that this is in tension with his goal of de-
veloping a new set of causally explanatory cognitive constructs. To
characterize brain areas’ dispositions, Anderson first appeals to the
notion of a functional fingerprint developed by Passingham et al.
(2002) (Anderson 2014, sect. 4.2; Anderson et al. 2013; Uddin
et al. 2014). Identifying a region’s functional fingerprint begins
with categorizing the tasks in the fMRI literature on this area as
recruiting one of several psychological processes. Anderson and
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colleagues (2013) typically use a coarse-grained categorization
scheme, distinguishing about 20 processes such as vision, atten-
tion, phonology, semantics, learning, or working memory. This
scheme allows them to represent quantitatively how often, accord-
ing to a given literature, a given area is activated when one of these
20 processes is recruited by an experimental task, for example how
often articles studying working memory report activation in the
dorsal anterior insula. The pattern of recruitment of a given
area, given a particular set of fMRI articles and a categorization
scheme, is its functional fingerprint. Although, unsurprisingly,
areas tend to be activated by many processes, their functional fin-
gerprints vary. Importantly, a functional fingerprint is a mere
summary of a data set: It does not explain why the area is activated
the way it is.

Following Poldrack et al. (2009), Anderson (2014, sects. 4.3 and
4.4) proposes to use dimension reduction techniques (factor anal-
ysis, MDS, PCA, etc.) to identify a few dimensions explaining why
an area has its functional fingerprint. Instead of merely summariz-
ing the involvement of a given area in a set of tasks, as functional
fingerprints do, neural personalities explain this involvement:
They allow cognitive neuroscientists to claim that because an
area has a given neural personality (its score is i on NRP factor
1, j on NRP factor 2, etc.), it is involved more in some tasks
than in others.

However, dimension reduction techniques are ill suited for dis-
covering new cognitive constructs (Glymour 2001; Gould 1996).
These statistical techniques project high-dimensional spaces
onto spaces with fewer dimensions. On their own, the resulting di-
mensions cannot be interpreted realistically; they merely provide
convenient ways of summarizing high-dimensional data. Three
main arguments support this deflationary understanding of
dimension reduction techniques. First, the outcome of these
techniques is underdetermined. A given set of vectors in a high-
dimensional space can be projected onto different spaces with
different dimensions. To highlight merely three issues, there are
many nonequivalent dimension reduction techniques, the
number of dimensions is typically arbitrarily chosen, and these di-
mensions can be oriented in different manners. None of the pos-
sible spaces should be interpreted realistically because it would be
arbitrary to treat one of them as real to the detriment of the
others. Second, just like causally-based correlations, accidental
correlations can be projected onto a lower-dimensional space, re-
sulting in meaningless dimensions (e.g., Gould 1996, p. 280).
Hence, that a high-dimensional space can be projected onto a
lower-dimensional space does not justify interpreting the resulting
dimensions realistically. Finally, the capacity of dimension reduc-
tion techniques such as factor analysis to identify causes has not
been validated (Glymour 2001, Ch. 14). These three arguments
bear on Anderson’s project, exactly as they bear on IQ and person-
ality research: On their own, dimension reduction techniques do
not justify interpreting the dimensions of neural personalities re-
alistically. Forgetting their limitations is committing the error of
reification – namely, presuming that the abstract mathematical
entities uncovered by dimension reduction analyses correspond
to real psychological entities.

Naturally, the products of dimension reduction techniques can
sometimes be interpreted realistically instead of as mere instru-
ments for summarizing high-dimensional data. To do so scientists
need to bring their broader empirical knowledge to bear on the in-
terpretation of the dimensions of the lower-dimensional space. In
the present context, this means that a purely bottom-up approach
to cognitive ontology revision is unlikely to succeed: Some other in-
formation beyond the activation of brain areas across a range of
tasks and their dimension reduction is needed to interpret the re-
sulting dimensions realistically. Perhaps it is also worth noting
that establishing the predictive validity of neural personalities
does not justify understanding them realistically.

Anderson’s approach to cognitive ontology revision is not the
only one to fall prey to this reification objection; in fact, we spec-
ulate that in general purely bottom-up cognitive ontology revisions

commit the error of reification (e.g., Poldrack et al. 2009). Such
approaches must reduce the very high-dimensional space
defined by the number of voxels considered in order to identify
cognitive constructs defined solely by brain activation patterns.
Doing so probably requires using techniques whose product
cannot be interpreted realistically. In our opinion, the reification
objection reveals a fundamental shortcoming of bottom-up cogni-
tive ontology revision.

Reason for optimism: How a shifting focus on
neural population codes is moving cognitive
neuroscience beyond phrenology
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Abstract:Multivariate pattern analysis can address many of the challenges
for cognitive neuroscience highlighted in After Phrenology (Anderson
2014) by illuminating the information content of brain regions and by
providing insight into whether functional overlap reflects the
recruitment of common or distinct computational mechanisms. Further,
failing to consider submaximal but reliable population responses can
lead to an overly modular account of brain function.

There is much to like in Michael Anderson’s new book, After
Phrenology (2014). First and foremost, he synthesizes a large
and diverse literature to support a sophisticated and evolutionarily
grounded approach to brain science. He describes the brain as a
system in constant flux, transiently coalescing competing and co-
operating neural assemblies in the service of action. The brain,
he reasons, evolved to engage successfully with the environment
rather than to represent the world accurately. He argues convinc-
ingly that this difference is underappreciated by cognitive neuro-
science, which instead tends to look for neural activity that
encodes objective properties in the environment as if they are
context- and perceiver-free.
Anderson’s description of the brain as a dynamic information

processing device that responds to structured signals from the en-
vironment to guide action dovetails with his and other theories of
neural reuse (Anderson 2010; Chang et al. 2013; Dehaene &
Cohen 2007; Marcus 2006; Parkinson & Wheatley 2015). The
basic idea here is that the brain solves new problems by repurpos-
ing preexisting neural architecture that solved structurally similar
problems. This evolutionary and action-focused account of the
brain is interwoven with the “extended mind” thesis, that intelli-
gence is subserved by iterative interaction with the environment.
These ideas form a solid, well-articulated, and reasonable book.
Less convincingly, Anderson argues that cognitive neuroscience

is held in thrall to a “massively modular” account of the brain.
From Anderson’s vantage point, the field’s modus operandi is to
test for and report the single unified function of each brain
area, as if the brain is a “collection of organs” (p. 292). As he
points out, a brain composed mostly of special-purpose modules
would be inefficient, prohibitively large, and inconsistent with
the bulk of currently available evidence. We agree with Anderson
that massive modularity is untenable, but so too does all but a van-
ishing minority of neuroscientists. The near-consensus view
among contemporary neuroscientists is that most cortical
regions exhibit considerable functional heterogeneity. Hence,
the pleas to jettison modularity feel dated.
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Anderson correctly asserts that the interconnected complexity
and flexibility of neural activity presents immense challenges for
brain science. The categories that we use to reflect on our own
cognition are unlikely to match the functional organization of
the brain, and a given brain region likely serves multiple functional
roles, which can differ depending on the current environmental
context and the networks in which the brain region is currently
participating. However, we are somewhat more optimistic that
the field can make significant headway in uncovering the structure
of operations underlying human thought and behavior. This opti-
mism is fueled in large part by more than a decade of cognitive
neuroscience research that has honed techniques for multivariate
pattern analysis of functional neuroimaging data. After Phrenology
briefly alludes to this approach (Kriegeskorte et al. 2008a), but we
believe that it is of particular relevance to Anderson’s proposed
framework and to his suggested ways forward for the field, and
hence, merits further emphasis.

We now know that the brain encodes many kinds of information
(e.g., memories, tastes, reach trajectories) in neuronal population
codes, rather than in the magnitude of single units’ responses
(Georgopoulos et al. 1988; Lin et al. 2006; Pouget et al. 2000;
Simon et al. 2006). Fortunately, much of the information con-
tained in neuronal population codes can be gleaned from the in-
direct and spatially coarse measurements of brain activity that
are currently available to researchers studying human brain func-
tion (e.g., functional magnetic resonance imaging, fMRI; Kriege-
skorte et al. 2008b).

However, much of the information present in neural population
codes is lost when analyzing the magnitude of responses of a given
functional unit in isolation. For example, one of the first studies
that analyzed fMRI data in terms of population response vectors
demonstrated that brain regions that are typically characterized
in terms of the categories of stimuli eliciting maximal responses
(e.g., the fusiform face area) also differentiate between stimulus
categories that evoke submaximal responses, such as chairs,
shoes, cats, and houses (Haxby et al. 2001). This information
was carried in unique and consistent topographic arrangements
of responses for each stimulus category, and such information
had previously been missed by analyzing data in terms of response
magnitude only. Hence, analyzing neural responses only in terms
of overall response magnitude can lead to an exaggeratedly
modular conceptualization of brain function, as it can underesti-
mate the number of brain regions involved in processing a stimu-
lus category, as well as the number of stimuli a given brain region
is involved in processing. Therefore, the brain may be even less
modular than the functional fingerprinting method that Anderson
employs would suggest, given that this method appears to only
take into account response magnitude.

Analyzing data in terms of population response vectors, rather
than overall response magnitude, can also provide insight into
how information is organized within brain regions. To this end, re-
searchers have applied both supervised and unsupervised
machine learning techniques when analyzing the distributed to-
pographies of activity within brain regions in order to characterize
the distinctions that those brain regions make about various
classes of stimuli. For example, by characterizing the similarity
structure of population response vectors to visual stimuli within
brain regions of the ventral visual pathway, researchers have
gained insight into the distinctions that brain areas within that
pathway make about sets of stimuli, and hence, the operations
that they may contribute to visual processing (Connolly et al.
2012). Studies using unsupervised learning techniques (e.g., clus-
tering, multidimensional scaling) have the notable benefit of being
wholly data-driven in the structure that is revealed. Hence, such
approaches will be useful in following Anderson’s call for a
science focused on illuminating the psychological factors that
best account for observed differences in neural activity, rather
than on attempts to map psychological constructs onto the brain.

Considering the information content of multivoxel response
patterns, rather than focusing solely on response magnitude,

also allows researchers to probe the functional significance of
overlap in the brain regions that are recruited to process diverse
domains of contents. Univariate, subtraction-based approaches
to analyzing brain activity are relatively well suited to asking
questions such as, “Is this brain area involved in both Task X
and Task Y?” and “Is this brain area recruited ‘more’ for Task X
than Task Y?” In contrast, analyzing neural population responses
is an approach that is relatively better suited to uncovering how
a brain region might contribute to various tasks. Functional
overlap can reflect the recruitment of shared or distinct mecha-
nisms, and these possibilities can sometimes be disentangled by
studying neural population response vectors. For example, al-
though univariate, magnitude-based analyses of fMRI data sug-
gested that most voxels in a region of lateral occipital-temporal
cortex responded to both static pictures of bodies and movement
displays, subsequent analysis of the population responses in that
region demonstrated that the response patterns to these two
sets of stimuli, though spatially overlapping, were unrelated
(Peelen & Downing 2007). Observations such as these are consis-
tent with Anderson’s suggestion that a brain region’s computation-
al role can differ depending on the circumstances surrounding its
recruitment (e.g., the processing demands of a stimulus, the other
brain regions with which it is interacting). Hence, analyzing pop-
ulation response vectors can help determine whether spatially
overlapping functional activity for two different tasks reflects the
recruitment of the same or dissociable underlying mechanisms.

The analysis of population response vectors can also reveal
when functional overlap reflects the recruitment of a common un-
derlying neural operation across multiple experimental contexts.
For example, a machine learning classifier trained to distinguish
between population response vectors within the superior parietal
lobule (SPL) associated with leftward and rightward eye move-
ments can correctly distinguish between population response
vectors in the SPL corresponding to mental subtraction and
mental arithmetic (Knops et al. 2009). This suggests that the
SPL contributes shared operations when shifting spatial attention
within the external environment (during saccades) and within in-
ternal mental representations (when performing arithmetic). This
likely reflects a case of neural reuse through which functional ar-
chitecture with a preexisting role in shifting attention in the exter-
nal environment is exploited in order to perform analogous
operations on mental representations, and hence, to perform
the culturally learned skill of arithmetic.

We recently used classification and similarity structure-based
analyses of neural population response vectors to test for a
common neural encoding of egocentric distance in spatial, tempo-
ral, and social frames of reference (Parkinson et al. 2014). Cross-
domain decoding analyses, as well as analyses of the similarity
structure of population responses, revealed that areas such as
the right anterior inferior parietal lobule, which has a long-estab-
lished role in representing physical space, organize information
not based on distance category (e.g., “Is this a social or temporal
distance?”), but based on distance from the self (i.e., “Is this rel-
atively close to or far away from me?”). These results are consis-
tent with Anderson’s suggestion that the brain is largely
concerned with computing behaviorally relevant information,
such as distance from oneself (and hence, relevance for action).
Further, these results are consistent with the possibility that
neural mechanisms for encoding information about physical
space may have been reused in order to operate on increasingly
abstract contents, such as temporal and social relationships (Par-
kinson & Wheatley 2013; 2015).

Understanding how the brain gives rise to a given facet of cog-
nition or behavior requires not only identifying the neural sub-
strates involved, but also uncovering the kinds of operations
performed by those substrates. We are optimistic that advances
in neuroimaging methods, such as the analysis of neural popula-
tion response vectors, will be useful in moving toward a deeper
and more veridical understanding of functional brain organization
and of the flexible and adaptive computations that underlie

Commentary/Anderson: Précis of After Phrenology: Neural Reuse and the Interactive Brain

BEHAVIORAL AND BRAIN SCIENCES, 39 (2016) 19

http://journals.cambridge.org


http://journals.cambridge.org Downloaded: 01 Jul 2016 IP address: 129.78.139.29

everyday thought and behavior. In so doing, cognitive neurosci-
ence has the potential to elucidate the particular functional capac-
ities that may be reused over the course of evolution and
development to solve novel problems.

Multisensory integration substantiates
distributed and overlapping neural networks

doi:10.1017/S0140525X15001612, e127

Achille Pasqualotto
Faculty of Arts and Social Sciences, Sabanci University, Tuzla 34956,
Istanbul, Turkey.
achille@sabanciuniv.edu

Abstract: The hypothesis that highly overlapping networks underlie brain
functions (neural reuse) is decisively supported by three decades of
multisensory research. Multisensory areas process information from
more than one sensory modality and therefore represent the best
examples of neural reuse. Recent evidence of multisensory processing in
primary visual cortices further indicates that neural reuse is a basic
feature of the brain.

Cognitive and perceptive functions are supported by highly over-
lapping neural networks distributed throughout the brain, and this
phenomenon can be referred to as “neural reuse” (Anderson
2010; 2014; Pessoa 2012). To use a metaphor, we might
imagine the brain as a choir and neurons as the singers composing
the choir; when the choir sings Song 1, some singers do not sing at
all while others sing vigorously. “Active” singers represent the
portion of the choir performing Song 1 (see Fig. 1a); in terms of
the brain, those singers represent the neural network (parts of
the brain) activated during a given cognitive or perceptive
process (e.g., visual perception). When the choir sings Song 2, a
slightly different, but highly overlapping portion of the singers
might be active (see Fig. 1b). This exemplifies how different
tasks (Song 1 and Song 2) recruit highly overlapping, but not iden-
tical, portions of the choir (see Fig. 1c); in the brain, a given cog-
nitive or perceptive task (e.g., visual imagery) recruits a neural
network highly overlapping, but not identical, to the one associat-
ed with visual perception (Ganis et al. 2004).

One of the hot topics for debate in experimental psychology and
neuroscience is on the extent of specialisation or distribution of
the brain functions (Anderson 2010; Driver & Noesselt 2008;
Liang et al. 2013). Empirical evidence seems to favour the idea
that the brain operates in a distributed, rather than specific,
manner. For example, brain areas that were considered to be spe-
cialised for specific tasks (e.g., the fusiform face area for face

recognition) have been found to be activated during performance
of other tasks (e.g., recognition of cars; Gauthier et al. 2000). Re-
search has also shown that cognitive and perceptive processes
usually involve networks of brain areas rather than one specific
area; for example, a very specific process such as face recognition
recruits a network of brain areas including the occipital, temporal,
and frontal lobes rather than one specific portion of the brain
(Goldstein 2009). This distribution of brain functions is not only
seen for the processing of faces, but also for other perceptual
and cognitive functions (if not all; Van Dijk et al. 2010; Yeo
et al. 2011) such as perception (Takahashi et al. 2013; Uesaki &
Ashida 2015), attention (Posner & Rothbart 2007; Shulman
et al. 1999), memory (Alain et al. 1998; Desgranges et al. 1998),
language (Duffau 2008; Horwitz & Braun 2004), spatial cognition
(Burgess et al. 2001; Vallar et al. 1999), and body representation
(Filippetti et al. 2015; Longo et al. 2010).
This phenomenon is not limited to the macroscopic level (i.e.,

brain areas), but has also been observed on the microscopic
level. Some neurons have been found to respond to several
types of stimuli, rather than to a specific type of stimulus, with dif-
ferent response patterns (e.g., firing frequencies). The difference
in response patterns is the feature that distinguishes the stimuli
represented by the neurons (Decharms & Zador 2000; Gerstner
et al. 1997). In a simplistic example, during the processing of Stim-
ulus A, Neuron 1 fires at a high frequency, Neuron 2 at a low fre-
quency, and Neuron 3 at a medium frequency. Whereas, during
the processing of Stimulus B, Neuron 1 fires at a medium fre-
quency, Neuron 2 at a high frequency, and Neuron 3 does not
fire at all. To reuse the above-mentioned metaphor, the same
singers might participate differently in performance of different
songs.
The notion that brain functions are based on distributed and

overlapping neural networks is convincingly supported by the
findings that input from different sensory modalities activate dis-
tributed and overlapping networks of brain areas – namely, multi-
sensory processing (Ricciardi et al. 2014; Stein & Stanford 2008;
Stein et al. 1988). Multisensory areas are portions of the brain pro-
cessing input from different sensory modalities. In the last
decades, an increasing number of multisensory areas have been
identified (Amad et al. 2014; Gallese et al. 1996; Gobbelé et al.
2003; Sereno & Huang 2006), suggesting that the brain is more
engaged in multisensory processing than was initially believed.
Classic multisensory (or associative) areas are activated by
visual, auditory, and somatosensory input and consist of prefrontal
(Fuster 1988; Öngür & Price 2000), posterior parietal (Andersen
et al. 1985; Serino et al. 2011), and superior temporal (Beau-
champ et al. 2008; Bruce et al. 1981) cortices. More recently,
new multisensory areas have been identified, in the posterior
frontal (Grafton et al. 1997), temporoparietal (Matsuhashi et al.
2004), and occipitotemporal (Beauchamp 2005) cortices.

Figure 1 (Pasqualotto). Singers of the choir singing (a) Song 1 (dark-grey); (b) Song 2 (dark-grey); (c) both Songs 1 and 2 (light-grey).
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Additionally, some subcortical structures have been associated
with multisensory processing, such as the superior colliculus
(Jiang et al. 2001), hippocampus (Ravassard et al. 2013), and
amygdala (De Gelder & Bertelson 2003). Widespread multisenso-
ry processing in the brain is responsible for the well-documented
interaction of the senses during perceptual (Kawachi et al. 2014;
Vidal & Barrès 2014) and cognitive tasks (Lawson et al. 2014; Pas-
qualotto et al. 2013a). Therefore, the hypothesis that largely over-
lapping brain networks underlie cognitive and perceptive
functions is strongly supported by the findings that “overlapping”
brain areas process input from different modalities.

Decisive evidence for the hypothesis that overlapping networks
are the basis of brain functions comes from the surprising findings
that multisensory processing also occurs in areas that were consid-
ered strictly unisensory, such as the primary visual (Borra & Rock-
land 2011; Zangaladze et al. 1999) and primary auditory (Lakatos
et al. 2007; Murray et al. 2005) cortices. Until recently, the notion
that primary sensory cortices were concerned with processing
input only from the corresponding sensory modalities was one of
the core assumptions in neuroscience. However, this theory was
challenged when studies with visually impaired participants surpris-
ingly showed that the visual areas of these individuals were not
“silent,” but they were active while visually impaired individuals per-
formed a variety of tasks (Amedi et al. 2003; Poirier et al. 2006;
Sadato et al. 1996). The activation of “visual” areas during nonvisual
tasks performed by visually impaired individuals is a clear example of
neural reuse, where a neural substrate deprived of its typical input is
reused to process input from another modality (Guerreiro et al.
2015; Iachini et al. 2014; Pasqualotto et al. 2013b; Saenz et al.
2008). Additionally, sensory substitution, principally consisting of
devices that convert visual information into its auditory or tactile
equivalent (Bach-Y-Rita et al. 1969; Proulx et al. 2014), provides the-
oretical and practical insights into the ability of the brain (including
the primary sensory cortices) to respond to environmental pressures
(in this case sensory loss) by altering its functions.

Findings of studies with visually impaired participants demon-
strate that even the primary visual cortex is involved in multisensory
processing; but is this an effect of blindness? Studies wherein
sighted adult participants underwent blindfolding showed that
this is not the case. In fact, it is reported that participants who
had been blindfolded for a few days subsequently exhibited activa-
tion of the primary visual cortex during performance of tactile tasks
(Pascual-Leone &Hamilton 2001), and that this activation was nec-
essary for successful completion of those tactile tasks (Kauffman
et al. 2000). Such a rapid effect of sensory deprivation on the
brain function is incompatible with establishment of new brain con-
nections and therefore suggests that multisensory processing “nat-
urally” occurs in the primary sensory cortices (see also Hagen et al.
2002; Kayser et al. 2008; Sathian & Zangaladze 2002). Multisensory
processing across distant parts of the brain is supported by preexist-
ing brain connections that recent tracking techniques have started
to uncover (Beer et al. 2011; 2013; Kim et al. 2006). In sum,mount-
ing evidence indicates that distributed and overlapping neural net-
works encompassing both multisensory and “unisensory” (primary
sensory) areas are underlying the brain functions, hence substanti-
ating the idea that neural reuse is a ubiquitous phenomenon.

If highly overlapping parts of the brain are responsible for pro-
cessing much of the information, how can we consciously undergo
different experiences such as perceiving the smell of coffee or re-
membering the events of the past weekend? The answer is that
highly overlapping parts of the brain are activated in a particular
manner according to the content they process (Burgess et al.
2001; Horwitz & Braun 2004; Rolls & Tovee 1995). Specific pat-
terns of activation amongst overlapping neural population deter-
mine the types of neural processing and, ultimately, of the
“mind content” (Shinkareva et al. 2008). To recall the initial met-
aphor, different performance by each of the singers composing
the same choir is responsible for the execution of a potentially un-
limited number of songs; some up-beat, some down-beat, of dif-
ferent genres and styles.

Scientific intuitions about the mind are wrong,
misled by consciousness

doi:10.1017/S0140525X15001624, e128
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http://www.leonid-perlovsky.com/

Abstract: Logic is a fundamental reason why computational accounts of the
mind have failed. Combinatorial complexity preventing computational
accounts is equivalent to the Gödelian incompleteness of logic. The mind
is not logical, but only logical states and processes in the mind are
accessible to subjective consciousness. For this reason, intuitions of
psychologists, cognitive scientists, and mathematicians modeling the mind
are biased toward logic. This is also true about the changes proposed in
After Phrenology (Anderson 2014).

In this commentary, I discuss the general fundamental reason evo-
lutionary psychology and other attempts to design computational
accounts of the mind have not been successful, and suggest that ar-
chitectural changes considered in After Phrenology (Anderson
2014) would likely be insufficient for computational modeling of
the mind. Anderson appropriately challenges some of the accepted
wisdom, but the challenges, as well as the suggested modifications,
are insufficient. The three suggested principles – “mixing and
matching” neural elements, “procedural and behavioral reuse”
(emphasis in original), and that “not every cognitive achievement
… need be supported by a specific targeted adaptation (sect. 1,
para. 3) – are useful for overcoming some misconceptions about
the working of the mind, but they are not sufficient.

Recent cognitive-mathematical results have connected the Göde-
lian breakthrough in logic incompleteness (Gödel 2001) to difficul-
ties of the computational modeling of the mind. Specifically,
whereas Gödel had demonstrated the insufficiency of logic in the
1930s, to this very day logical models of the mind and artificial intel-
ligence dominate computational accounts of the mind and psycho-
logical explanations. Logical bias affects even mathematical
approaches specifically designed for overcoming logical difficulties,
such as “neural networks” and “fuzzy logic” (Perlovsky 1998; 2001;
2006). Whereas every computational paradigm has its own set of
mathematical “reasons” for the failings of the resulting algorithms
(Perlovsky 2001), a more general reason is the reliance on logic at
some algorithmic steps. For example, all learning algorithms have
to use an operation that is mathematically equivalent to “this is
food,” which is a logical statement. The Gödelian incompleteness
of logic was shown to be equivalent to the combinatorial complexity
of algorithms, which has plagued artificial intelligence and neural
networks since the 1960s (Perlovsky 2001; Perlovsky et al. 2011).

For a very long time, logic was considered the best way of de-
ducing scientific truths. But this is a misconception. Aristotle
taught his students not to use logic for explaining the mind
(Barnes 1984; Perlovsky 2007b). According to Aristotle, the fun-
damental operation of the mind is a process, in which illogical
forms as potentialities meet matter and become logical forms as
actualities. Today we describe this process as the interaction of
top-down with bottom-up signals. A mathematical description of
the Aristotelian process in which vague-fuzzy representations in-
teract with bottom-up signals and turn into crisp representations
is given by dynamic logic, or DL (Perlovsky 2006; Vityaev et al.
2013). The experimental confirmation of this process to be an ad-
equate model of perception in the brain is given in Bar and col-
leagues (2006). The publication also demonstrated that illogical
states and processes in the brain-mind are not accessible to con-
sciousness. This point explains why thinking is biased toward
logic: Subjective consciousness accesses only logical states in the
brain. This selective access to logical states has fundamental con-
sequences for cognitive science, psychology, and artificial intelli-
gence: Intuitions of cognitive scientists, psychologists, and
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mathematicians modeling the mind are mostly about logical states
and processes in the mind. Correspondingly, cognitive models
mostly describe logical mechanisms.

The challenges to widely accepted views about workings of the
mind in After Phrenology assail some logical foundations of the ac-
cepted models (among which modularity is a most obvious conse-
quence of the logical bias) and hence are highly desirable. But
these challenges and the proposed modifications are not suffi-
cient: Logical bias is too strongly ingrained in our thinking, and
overcoming it would require conscious examinations of the uncon-
scious fundamentals of existing models, analyses of experimental
data, and approaches to designing experiments. It is likely that
mathematics can help in these analyses and might be highly
desirable. In this commentary, I suggest several reasons for the in-
sufficiency of the current ideas and briefly discuss future directions.

Let me repeat: The suggested principles are useful for under-
standing the working of the mind, but they are not sufficient.
For example, mixing and matching the same neural elements in
new ways mathematically is similar to the problem of tracking
multiple targets with multiple models. In this problem models
have to be mixed and matched to signals; the problem is unsolv-
able; it faces Gödelian complexity except if using DL – the Aristo-
telian process “from vague to crisp” (Perlovsky et al. 2011); but
using of the DL-Aristotelian process requires a new type of intu-
ition about mind mechanisms. It is for the same reason that
Hebbian adaptation faces Gödelian complexity: An algorithm
would have to augment Hebbian adaptation by searching for syn-
apses belonging to specific “sub-networks.” Similar problems
would be faced by “neural search” (sect. 2.4) as well as by mech-
anisms to perceive “external symbols” (p. 190) as different from
just objects. The logic-based system, ACT-R, cannot serve as a
computable cognitive model even with modifications.

I would like to mention a few topics that are missing from After
Phrenology that are closely related to logical complexity and are im-
portant to a computable theory of the mind (Perlovsky 2006; 2007a;
2007b; 2009; 2010a; 2010b; 2013a; 2013b; 2013c; 2014; 2015):

1. The role of emotions as fundamental to cognition;
2. Actions, specifically human actions, mostly occur inside the

brain-mind;
3. Differences between symbols and signs; because symbol is a

loadedword inpsychology, computational cognitionmustdifferentiate
between signs as conventionalmarks and symbols as cognitive process-
es connecting concepts, emotions, conscious, and unconscious (like
“simulators,” Barsalou 1999). It was the mixing of symbols and signs
that destroyed the attempt to construct “symbolic AI” in the 1960s;

4. The difference between higher cognition and perception
5. Interaction of language and cognition;
6. Grammar is important for language emotionality; it is not an

“inessential” system of logical rules in a textbook;
7. Cultural affordance is a beautiful idea, but it is inexorably

logical and therefore would likely be incomputable.

I appreciate After Phrenology’s emphasis that the componential
computational theory of mind often misleads psychological intui-
tion; yet, adding environmental and bodily structures will not be
sufficient to overcome its deficiencies.

Beyond disjoint brain networks: Overlapping
networks for cognition and emotion

doi:10.1017/S0140525X15001636, e129
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Abstract: It is taken for granted that the brain is composed of a set of
networks. But what is a brain network? How should we characterize
them? Adding to Anderson’s (2014) persuasive anti-modular framework,
I propose that (1) networks do not have a single, unique function; (2)
networks are highly overlapping and not disjoint; and (3) tasks
reconfigure networks found at rest.

In After Phrenology, Anderson (2014) argues persuasively against
modular frameworks of brain function. The book has much to
offer on how distributed brain networks provide a much richer
framework to clarify the mind-brain. Here, I would like to provide
additional thoughts concerning the organization of brain networks.
Brain networks do not have a single, unique function. Human

neuroimaging work, with its clean activation maps showing a few
isolated peaks, has been an important contributor to a quasi-phre-
nological view of the brain. It certainly does not help that many
review papers, when summarizing varied results, often include
dreaded arrows indicating where some function putatively resides –
say, self-referential processing in the medial prefrontal cortex.
Nevertheless, with the explosion of network-related develop-

ments in the sciences in general, neuroimaging has finally
shifted away from the region-centric approach to one that em-
braces networks. Hence, network analysis of human neuroimaging
data has contributed to a view of brain function that focuses on
how groups of brain regions participate in mental functions, and
less on how particular regions operate in isolation. But what are
networks? How should we understand and study them?
Functional MRI data during the so-called resting-state have

been extensively investigated in order to characterize network
structure. A central finding is that, at rest, brain regions can be
grouped into a relatively small number of stable communities,
also called clusters (or simply networks). For example, Yeo and
colleagues (2011) described a seven-community parcellation of
cortical areas that was based on a very large sample of participants.
Based on anatomical and functional considerations, the communi-
ties were given labels such as “visual,” “frontoparietal,” “default,”
and so on.
The large body of work employing modern network methods to

study brain community structure and other network measures
makes a fundamental assumption that appears reasonable at
first: The set of nodes (i.e., brain regions) should be partitioned
into a disjoint set of clusters, such that each node belongs to
one and exactly one community. Unfortunately, this assumption,
which is adopted frequently in network science (Newman 2010)
more generally, too, is problematic. Why should brain regions
belong to only a single network?
The first reason is methodological. The ready availability of dis-

joint community-detection algorithms has certainly been a driving
force behind this trend. But the methodological aspect as the sole
explanation misses a key conceptual point.
I contend that the choice of using disjoint communities to under-

stand brain networks is, in part, linked to the idea that brain regions
perform specific functions; that is, the structure-function mapping is,
more or less, one-to-one (Pessoa 2014). In this view, a given brain
region, which has a specific function, belongs to a single network.
Importantly, a network is viewed as having a single, though more
general, function, too. For example, Menon and Uddin (2010)
have described a “salience network,” whose nodes include the ante-
rior insula and anterior cingulate cortex. The “salience network” is
suggested to detect salient events and initiate switches between net-
works involved in self-related, internally oriented processing and
those involved in goal-directed, externally oriented processing. But
how can the idea that networks implement a single, coherent func-
tion be validated beyond that of a suggestion? Bressler and Menon
(2010, p. 285) admit that “to determine whether this network
indeed specifically performs this function will require testing and val-
idation of a sequence of putative network mechanisms.”
But there are good reasons to believe that the mapping

between networks and functions is not a simple one-to-one rela-
tionship. I suggest that the attempt to map structure to function
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in a one-to-one manner in terms of networks will be fraught, as is
the one based on brain regions – the problem is simply passed
along to a higher level. Hence, two distinct networks may generate
similar behavioral profiles (many-to-one); and a given network will
also participate in several functions (one-to-many). Broadly speak-
ing, a network’s operation will depend on several more global var-
iables – namely, an extended context that includes the state of
several neurotransmitter systems, arousal, slow wave potentials,
and so forth. In other words, a network that is solely defined as
a collection of regions is insufficient to eliminate the one-to-
many problem. What if we extend the concept of a network
with these additional variables? For example, Cacioppo and Tassi-
nary (1990) suggest that psychological events can be mapped to
physiological ones in a more regular manner by considering a spa-
tiotemporal pattern of physiological events. The notion of a
network is hence extended to incorporate other physiological
events – for example, the state of a given neurotransmitter. How
extensive does this state need to be? Clearly, the usefulness of
this strategy in reducing the difficulties entailed by many-to-
many mappings will depend on how broad the context must be.

In sum, an implicit motivation for the idea of disjoint net-
works – that networks have stable, unique functions – does not
stand scrutiny.
Overlapping brain networks. Let us return to the issue of dis-

joint versus overlapping networks more specifically. Based on
studies of perception, cognition, emotion, and motivation, I
have proposed that brain networks are highly interdigitated
(Pessoa 2013; 2014). At the broadest level, cognition and
emotion are not instantiated by separate brain regions; regions im-
portant for cognition participate in many emotional processes and
vice versa. In a nutshell, cognition and emotion rely on interdigi-
tated networks.

Consider this idea from the point of view of a single brain
region, such as the amygdala. Even a rather simplified view of
its anatomical connectivity shows that, minimally, it belongs to
three networks. The first is a “visual network”; the amygdala re-
ceives fibers from anterior parts of the temporal cortex and influ-
ences visual processing via a set of projections that reach most of
the ventral occipitotemporal cortex. The second is the well-known
“autonomic network,” and via connections with the hypothalamus
and periaqueductal gray (among many others), the amygdala par-
ticipates in the coordination of many complex autonomic mecha-
nisms. The third is a “value network,” as evidenced by its
connectivity with orbitofrontal cortex and medial PFC. Hence,
the amygdala affiliates with different sets of regions (“networks”)
in a highly flexible and context-dependent manner.

I propose that brain networks should be considered as highly
overlapping; the example of the amygdala being a simple case of
three networks overlapping at this structure. In having overlapping
networks, the brain is not special. For example, in early work on
overlapping community structure, Palla and colleagues (2005,
p. 814) suggest that, in all likelihood, “actual networks are made
of the interwoven sets of overlapping communities.”More generally,
the importance of understanding and characterizing overlapping

structure has been discussed by sociologists, as well as biologists,
for some time. For example, in a large-scale analysis of the yeast pro-
teome, Gavin and colleagues (2002) showed that a considerable pro-
portion of the proteins studied belonged to multiple networks.

Overall, very little is known about the overlapping community
structure of brain networks (but see Mesulam 1998; Yeo et al.
2014) (Fig. 1). But, as in the case of proteins, a large fraction of
brain regions may belong to several neural circuits simultaneously
(see Cocchi et al. 2013; Cole et al. 2013; Hilgetag et al. 1996;
Pessoa 2014). It is hence likely that the focus on disjoint clusters
has precluded the discovery of important structure in large-scale
brain networks (Fig. 1C).

The “flexible hub theory” by Cole and colleagues (2013) sup-
ports the idea that brain networks are interdigitated. The frame-
work predicts that “some brain regions flexibly shift their
functional connectivity patterns with multiple brain networks
across a wide variety of tasks” (Cole et al. 2013, p. 1). The
“dynamic cooperation and competition” framework by Cocchi
and colleagues (2013) also speaks to the issues at hand. They
argue against the idea of segregated systems supporting cognitive
control and suggest, instead, that complex control functions are
supported by anatomically distributed brain networks that share
information in a dynamic manner.

Taken together, time has come to study the overlapping struc-
ture of brain networks.
Tasks reconfigure brain networks found during rest. Whereas

the large-scale structure of brain networks has been studied exten-
sively at rest, less is known about the large-scale structure during
task performance. The central question in this regard is the fol-
lowing: Is the structure seen at rest the same observed during
tasks? In particular, are the seven or so networks observed at
rest (labeled “visual,” “somatosensory,” “default,” etc.) also
present during tasks? Or Buckner and colleagues (2013) ask: Do
networks studied during the resting state capture fundamental
units of organization or should “rest” be considered just another
arbitrary task state? Some have argued strongly that functional
connectivity (and hence, network structure) at rest is affected in
minor ways by tasks (Cole et al. 2014). In this view, the activity co-
variation at rest forms a “backbone” that is only mildly influenced
by task execution. An alternative proposal is that tasks alter pat-
terns of functional connectivity more substantially (e.g., Buckner
et al. 2013).

The claim that networks are largely the same during rest and
tasks brings us back to the idea that networks are relatively fixed
units of brain function. I suggest that considerable reorganization
is observed during specific tasks, and that it is therefore better to
consider “rest” as a particular task state. Functional MRI is a par-
ticularly suitable technique to investigate activity covariation
among brain parts that are broadly distributed in space; in
other words, functional connectivity patterns which, by defini-
tion, are independent of direct (and strong) anatomical connec-
tions. And, as revealed in the literature, functional interactions
can be strong even when strong anatomical connectivity is
absent.

Figure 1 (Pessoa). Brain networks. (A) Standard networks are disjoint (inset: colors indicate separate communities). (B) Overlapping
networks are interdigitated, such that brain regions belong to multiple communities (inset: community overlap indicated by mixed
colors). (C) Networks (same as in panel B) do not have single, unique functions, but instead participate in multiple functions, f.
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We know that the functional connectivity between two regions
can increase or decrease as a function of several variables, includ-
ing task performance (Rissman et al. 2004), motivation (Padmala
& Pessoa 2011), and emotion (Pessoa et al. 2002). In one study,
the functional connectivity pattern between early visual areas
was investigated during affective and neutral contexts (Damaraju
et al. 2009). During the affective context, participants viewed
faces that were surrounded by a ring whose color signaled the pos-
sibility of mild shock. During the neutral context, faces appeared
surrounded by a ring whose color signaled safety. A measure of
functional connectivity was strengthened during the affective rel-
ative to a neutral context. Hence, the affective context not only
changed the magnitude of evoked responses, but also altered
the pattern of responses across early visual cortex (and beyond).

The dual competition model (Pessoa 2009) proposes that the
effects of reward during perception and cognition depend in
part on interactions between valuation regions and frontoparie-
tal regions important for attention and executive control. Such
interactions lead to the up-regulation of control and improve
behavioral performance during challenging task conditions
(and higher likelihood of reward) (Padmala & Pessoa 2011).
Notably, in one study, comparison of the pattern of connectivity
between reward and no-reward contexts revealed increases
during the former (Kinnison et al. 2012). The increases were
observed mostly between two communities of brain regions, re-
flecting increased integration with reward. In particular, the
caudate and the nucleus accumbens showed increases in func-
tional connectivity to nearly all cortical regions that were
driven by reward.

Large-scale changes in functional connectivity were also found
during an emotional manipulation in which a cue indicating the
possibility of a mild shock was shown prior to a response-conflict
task (Choi et al. 2012). In this case, we observed enhanced func-
tional integration between subcortical regions (such as the bed
nucleus of the stria terminalis and thalamus) and cortical
regions (including the insula and medial PFC) (Kinnison et al.
2012). Whereas in the case of reward, functional connectivity in-
creased within cortex, in the case of threat, functional connectivity
decreased within cortex for several pairs of regions.

Together, our findings revealed several ways in which both
emotional and motivational processing altered functional connec-
tivity, including increased global efficiency and reduced decom-
posability (Kinnison et al. 2012). In all, I therefore suggest that
network structure is dynamically reconfigured by task states, as
also advanced by Cocchi and colleagues (2013) and Cole and col-
leagues (2013).

In conclusion, I believe that the ideas described above are in
close alignment with those advanced by Anderson (2014) and,
hopefully, will help us advance the field of brain research “after
phrenology.”

Toward mechanistic models of action-oriented
and detached cognition
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Abstract: To be successful, the research agenda for a novel control view of
cognition should foresee more detailed, computationally specified process
models of cognitive operations including higher cognition. These models
should cover all domains of cognition, including those cognitive abilities
that can be characterized as online interactive loops and detached forms
of cognition that depend on internally generated neuronal processing.

There is increasing consensus in cognitive science and neurosci-
ence that we need a novel view of the brain that is more action-
oriented; in this perspective, it has been argued that we might
be facing a “pragmatic turn” in cognitive science (Engel et al.
2013). One central proposal of action-oriented views is that the
brain evolved to be a control system for the interaction with the
external environment. We should look at cognitive (and brain)
functions, including the most advanced (or “higher-cognitive”)
functions, within an interacted and control-theoretic framework –
as activities that an organism performs in interaction with its en-
vironment, rather than in terms of modular computational opera-
tions over discrete symbols independent from perception and
action systems. This idea can be traced back to early theories in
cybernetics, pragmatism, and ecological psychology (Ashby
1952; Craik 1943; Gibson 1977; Wiener 1948) and has been
often reproposed, in slightly different forms, in disciplines such
as cognitive science, neuroscience, robotics, and philosophy
(Cisek 1999; Cisek & Kalaska 2010; Clark 1998; Engel et al.
2013; Pezzulo 2011; Pezzulo & Castelfranchi 2009; Pezzulo
et al. 2015; Pfeifer & Scheier 1999; Scott 2012; Stoianov et al.
2016; Varela et al. 1992). Anderson (2014) contributes to this
debate both theoretically and empirically. He proposes a view of
brain organization in which regions form functional coalitions
dynamically and implement control loops for agent–environment
interactions. He also discusses how neuronal coalitions could be
reused to implement higher cognitive skills, forming possible
control loops to support mathematical and language processing.
Despite its appeal, the impact of the action-oriented view is

mitigated by various factors. One reason is the level of ambition
of the novel proposal, which requires a unitary perspective on
brain function and behavior. It is easier to study the brain if one
assumes that each area or network is the locus of a single (or a
small set of) cognitive operation(s) such as perception, memory,
language, and so forth, and that each of these functions can be
largely studied in isolation. But this perspective is not fully com-
patible with an action-oriented view, which assumes that the func-
tion of the brain as a whole is engaging in interactive control loops.
Because these loops extend beyond the brain, we should also con-
sider the contribution of the body and the external environment,
including other agents, to cognition.
Given this level of ambition, advocating a generic “control met-

aphor” for cognition that replaces the older metaphors of the
brain – the brain as a computer or as a serial transducer from
stimuli to behavior –might be insufficient. What might be more
effective is the realization of a coherent set of computationally
specified process models of action-oriented cognitive processing –
from sensorimotor transformations and situated choice to higher
cognitive skills such as mathematics, language processing, and
problem solving – that can guide empirical research and provide
a more compelling and unifying explanation of empirical findings.
Indeed, despite noteworthy empirical demonstrations of the

relevance of action-based concepts to understand cognition, in-
cluding higher cognition (Barsalou 2008; Glenberg 1997; Jean-
nerod 2006), we still largely lack detailed process models. For
example, several studies illustrate the importance of bodily pro-
cesses and visuomotor strategies for decision making or problem
solving (Spivey 2007), but the (relative) lack of mechanistic
models hinders a complete understanding of these phenomena.
Progress in the field will benefit from a “new alliance” between
proponents of embodied and action-oriented views cognition
and computational modelers including roboticists (Pezzulo et al.
2011; 2013). The idea that cognitive robotics can shed light on
brain and cognition is relatively new, but it should not be too sur-
prising if one considers that robots are well suited to implement
the kind of brain-body-environment (and social) interactions
that are considered essential for action-based cognition (Ver-
schure et al. 2014). Furthermore, developing complete models
(robotic or nonrobotic) of cognitive operations can counteract
an excess of specialization in the field – say, the focus on the func-
tioning of just one brain area.
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If we consider the theoretical debate within action-based theo-
ries, it often revolves around (the need for) internal representa-
tion. Various competing proposals include: abandoning the
notion of internal representation to see cognition as online
control and interaction with the environment (Chemero 2009;
Gallagher 2005); externalizing representation (Clark & Chalmers
1998; Kirsh 2010); replacing it with other constructs such as sen-
sorimotor contingencies (O’Regan & Noe 2001) or dispositions
(Engel et al. 2013); amending it in a more embodied and
action-oriented view, in terms of, for example, perceptual
symbols (Barsalou 1999), action-oriented representations, or em-
ulators that support control structures (Clark & Grush 1999;
Grush 2004), to mention just a few.

Although important, this debate might be limited if not accom-
panied by the realization of mechanistic models, which answer
specific questions such as: What kind of control system is the
brain? What control loops are instantiated between the brain,
the body, the environment, and with other agents, during the im-
plementation of tasks of various complexity, such as walking,
solving a puzzle, or planning a trip together? How can these and
other tasks be mechanistically described in terms of agent–envi-
ronment interactions, and which variables, if any, are technically
“controlled” in these tasks? What is the contribution of different
brain areas to each of the control loops required by different
tasks, how are their contributions dynamically assembled, and
which are their neuronal signatures? Which loops require a con-
tinuous engagement with external variables and which ones
their internal, endogenous generation? Which aspects of the
structure of the agent–environment interactions can be exploited
online, which can be offloaded externally, and which, if any, need
to be internalized? How can we better simulate, measure, and em-
pirically study these interactive loops? And so on.

Several researchers are already addressing these and other rel-
evant questions. However, the space of possibilities has not been
systematically explored, with many interesting constructs from
control theory, cybernetics, and related fields that remain untest-
ed. These include early proposals such as hierarchical perceptual
control (Powers 1973), the test-operate-test-exit architecture
(Rosenblueth et al. 1943), and several other constructs from
early cybernetics (Ashby 1952; Wiener 1948), as well as more
recent developments such as, for example, optimal feedback
control, model-based control, and risk-sensitive control, which
are often mentioned in theoretical debates but not systematically
tested (Shadmehr & Mussa-Ivaldi 2012).

Incorporating these ideas into specific process models could
guide progress in psychology and neuroscience and illustrate
where exactly an action-based theory differs from traditional
ones. One interesting success case is the affordance competition
hypothesis (Cisek 2006), in which action specification and selec-
tion proceed in parallel and compete – on the basis of the
various sensory, contextual, affective, and motivational biases
they continuously receive – until one action pattern is selected,
hence dispensing from a central decision module that processes
abstract values prior to action. Another recent example is the
active inference framework (Friston et al. 2010; 2015). It can be
considered a modern development of cybernetic ideas (Seth
2014), although it casts control as a (probabilistic) inference
problem (see also Attias 2003; Toussaint 2009). It challenges tra-
ditional models of perception and action control in several ways –
for example, by natively incorporating top-down processes and by
highlighting the importance of predictive processing and error
correction over and above stimulus-response associations – and
it paves the way to the realization of models of more elaborated
cognitive operations, suggesting that they might be based on the
same principles (Clark 2013b; Pezzulo 2012).

Developing mechanistic models can help advance our theoret-
ical understanding of action-based cognition, too, because some of
the aforementioned models cut across dichotomies (e.g., interac-
tivity vs. internal modeling) that are often debated, including in
Anderson (2014). For example, model-based control and active

inference offer a dynamical view of online action control and in-
teraction but include internal generative and predictive modeling
loops to make those interactions more effective. These systems
learn the statistical structure of the environment and of agent–en-
vironment interactions, and they perform state estimation.
However, structure learning and estimation are functional to ef-
fective control rather than having as a final goal a veridical repre-
sentation of the external environment. These models remain to be
fully tested. However, these examples suggest that the develop-
ment and empirical testing of specific process models might con-
tribute to the theoretical debate on action-based cognition – for
example, by clarifying the possible contribution of predictive pro-
cessing and structure learning to control and cognition.

These arguments are also important to meet another challenge
of action-oriented cognition: developing process models of the
brain’s ability to temporarily detach (or disengage) from the
here-and-now of the overt sensorimotor loop, as in the case of
imagining or planning the future, or mental time travel. These
and other detached forms of cognition have been traditionally
considered difficult to explain from an action-based perspective
and especially in terms of online control loops. In many parts of
After Phrenology, Anderson (2014) suggests that cognition con-
sists in online interaction with the external environment, with
no need for neuronal tissue to internalize the structure of such in-
teraction. He also describes aspects of cognition as the manipula-
tion of external symbols (Clark & Chalmers 1998) and briefly
alludes to the possibility that, if external symbols are unavailable,
internal resources such as memory and imagination might be de-
ployed in their stead. This latter possibility, and in general the con-
tribution of internally generated neuronal processing to cognition,
would require much more attention to fully understand some
aspects of higher cognition as detached cognition.

One domain where internally generated neuronal processing
has been studied in great detail is rodent navigation. It has been
consistently reported that hippocampal place cells, whose firing
is normally associated with the animal’s spatial position, can also
fire when the animal is outside its standard “place field,” especially
during periods of rest or sleep, and at decision points. This “out-
of-field” neuronal activity cannot be driven by external stimuli
(consider the case of the sleeping animal) but needs to be internal-
ly generated based on intrinsic network dynamics. Still, it unfolds
in highly organized forms and is neurophysiologically similar to
the activity observed during overt action. One example is internal-
ly generated sequences of place cell activations observed when the
animal rests or sleeps. These sequences can, for example, “replay”
spatial trajectories that the animal has experienced (or recom-
bined trajectories), forward or backward, in a time-compressed
manner (e.g., during sharp wave ripple complexes, at about
140–200 Hz). These and other forms of internally generated se-
quences (e.g., preplays) have been associated with various func-
tions such as memory consolidation and planning (Diba &
Buzsáki 2007; Dragoi & Tonegawa 2011; Gupta et al. 2010;
Pezzulo et al. 2014; Pfeiffer & Foster 2013). Another kind of in-
ternally generated neuronal sequence is expressed in the theta
rhythm (8–12 Hz), when the animals are engaged in decision
tasks, and has been associated with “what-if” loops and the antic-
ipation of the consequences of possible choices in order to select,
say, one of two arms of a maze (Johnson & Redish 2007; Wiken-
heiser & Redish 2015).

These covert phenomena are not unique to the hippocampus
but have been reported in several other brain areas and can at
least potentially support a variety of detached or covert cognitive
operations (Buzsáki et al. 2015; Lisman 2015). Importantly, the
covert activity recruits the same (or closely related) neurophysio-
logical mechanisms and neuronal resources (e.g., neural assembly
sequences) as those implied in overt action, but through internally
generated processing. This raises the possibility that detached
forms of cognition such as planning, but also potentially others
such as imagination and mental time travel, can be explained
within an action-based framework rather than require a distinct
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ontology of neural constructs – if we allow control loops to extend
beyond online interactions to also cover internally generated neu-
ronal dynamics.

In this vein, the possibility that the same brain networks can
operate and realize control loops in two distinct modes – one stim-
ulus-driven and another (detached) based on internally generated
dynamics – has been raised by several researchers and is often as-
sociated with the functioning of predictive and generative models
(Grush 2004; Maye & Engel 2011; Pezzulo & Castelfranchi 2009)
and to theories of reuse (Anderson 2014; Dehaene 2005).
However, these hypotheses remain to be systematically tested
with the help of mechanistic models. If these theories are on
the right track, (some) detached forms of cognition might be
based on internalized neuronal loops that recapitulate the same
dynamics as those learned during overt action (e.g., replays of
spatial trajectories in hippocampal ripples) and hence remain fun-
damentally action-oriented, albeit in an indirect or covert form.
The progressive internalization of overt loops, possibly linked
to the functioning of internal predictive models, might be one
way the neuronal architecture for action control of our ancient
evolutionary ancestors progressively developed more sophisticat-
ed cognitive abilities in continuity with its more basic sensorimo-
tor skills (e.g., planning and mental time travel abilities on top of
the systems that supported spatial navigation, Buzsáki and Moser
2013). This hypothesis would also explain why these apparently
disconnected abilities have partially shared neuronal circuits
(Schacter et al. 2007; 2012). Clearly, more specific predictions
on the similarities and differences between these abilities are re-
quired that can be derived from mechanistic models, which could
possibly be tested within the neurophysiological framework for
neural coalitions and neural reuse discussed in Anderson (2014).

Computational specificity in the human brain
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Abstract: Although meta-analytic neuroimaging studies demonstrate a
relative lack of specificity in the brain, this evidence may be the result of
limits inherent to these types of studies. From this perspective, we
review recent findings that suggest that brain function is most
appropriately categorized according to the computational capacity of
each brain system, rather than the specific task states that elicit its activity.

Introduction.The human brain is capable of coordinating a wide
variety of complex adaptive behaviors. When appropriately wired
over development, the same collection of cell bodies and synapses
can subtly alter their patterns of activity and communication to co-
ordinate a range of vastly different behaviors. In After Phrenology,
Michael Anderson (2014) presents a unique and elegant thesis
that attempts to explain how, over the course of evolutionary
and developmental time, the human brain has come to afford
such a range of flexible behaviors. Specifically, it is proposed
that the mechanisms of natural selection allow existing brain
regions to recombine into novel architectures capable of executing
new behavioral patterns. Although Anderson’s attempt to synthe-
size a wide variety of literature across multiple fields is commend-
able, some of the evidence that he uses to defend this “neural
reuse” hypothesis may be overstated.

In this commentary, we will provide evidence that suggests po-
tential challenges to the thesis presented in After Phrenology. We
will first discuss a major result provided in support of the “neural
reuse” hypothesis – namely that meta-analytic evidence from

human functional neuroimaging experiments demonstrate a
dearth of specificity in the human brain, and suggest that the con-
clusions of this experiment may reflect limits inherent to the use of
meta-analytic methods within cognitive neuroscience, rather than
the re-instantiation of existing neural regions for novel ends per se.
Second, we will suggest that brain function is most appropriately
categorized according to the functional capacity of each brain
system, rather than the specific task states that elicit its activity.
Indeed, in considering the computational capacities of indepen-
dent brain regions, we will make the argument that computational
specialization is not only abundant in the brain, but also that it
would be difficult to imagine a working brain that did not
contain such specialization.
The limits of meta-analysis. One of the key lines of evidence

presented in support of the “neural reuse” hypothesis comes
from meta-analytic studies of functional neuroimaging data,
such as BrainMap (Laird et al. 2005) or NeuroSynth (Yarkoni
et al. 2011). Using the BrainMap database, the author describes
an experiment that aimed to determine the amount of functional
diversity associated with each region of the brain (Anderson et al.
2013). Specifically, the experiment was designed to determine
whether given brain regions (here defined using a voxel-wise
searchlight approach) were associated with a range of different
tasks in a number of unique task categories. The results of this ex-
periment suggested that there was almost no evidence of func-
tional specialization in any region of the brain. Indeed, the
author goes as far as to conclude that all brain regions are involved
in multiple functions and then takes this as evidence for his hy-
pothesis that all “individual neural elements are put to use for
multiple cognitive and behavioral ends” (sect. 2, para. 1).
However, the underlying assumption is that the tasks used in

these databases measure “cognitive and behavioral ends” that
directly map onto neural computation, which they do not.
Instead, these tasks measure surrogate patterns of brain activity
elicited by particular task demands, which themselves may rely
on a multitude of fundamental neural computations. For
example, a neuroscientific experiment might be designed to inter-
rogate the neural mechanism of language production using alter-
ations in the BOLD response, as is measured by fMRI. Assuming
appropriate analysis and power, the experimenter will most likely
discover an increase in the BOLD response associated with the
language task in the left lateral frontal lobe, a region commonly
associated with language production (Price 2010). However, it
would be problematic to compare the resultant statistical map
with a similar pattern derived from a different, yet related exper-
iment (e.g., an experiment measuring working memory demands
associated with word formation) and, after finding extensive
overlap between the two, conclude that this convergence repre-
sented the functional diversity of the left lateral frontal lobe.
Indeed, it is much more plausible that this region was performing
a similar computation in both experiments (e.g., the top-downma-
nipulation of language-related information). Put another way,
even if the brain is perfectly modular in the computations it per-
forms, we would expect a mixture at the level of behavior that
would mimic flexible recruitment. That is, “absence of evidence
is not evidence of absence” when it comes to modularity.
Importantly, few studies in cognitive neuroscience have been

designed to accurately describe the taxonomy of neural computa-
tions across the brain. Instead, cognitive neuroscientists propose
hypotheses at the level of psychological processes and/or behav-
iors, which may or may not reflect the true dimensions of neural
organization. As such, the maps that are created (and hence pop-
ulate meta-analytic databases) will not necessarily reflect an accu-
rate taxonomy of brain function. In addition, there are likely to be
a number of neural computations that are simply not amenable to
analysis using fMRI. For example, Dubois and colleagues (2015)
recently showed that, during a face identification task, the identity
of individual faces could be effectively decoded from posterior
regions of ventral occipital cortex using both fMRI and direct neu-
ronal recordings, whereas in more anterior regions the
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information was only able to be decoded from the neuronal
signals. Together, this suggests that the data within these meta-an-
alytic repositories are necessarily limited and, hence, conclusions
deriving from these studies should be tempered with an appropri-
ate level of caution.
Specialization as a computational entity. Given the nature of

the computational demands placed on the brain, it is quite possi-
ble that a number of functional units are inherently modular. For
example, there are cells within the retina that fire rapidly when
exposed to a particular pattern of light, such as a thin, dark hori-
zontal line on a white background,that falls within their receptive
field. The information from these cells, when appropriately com-
bined and fed forward to thalamic and occipital cortical regions,
underpins the very building blocks of visual perception.
However, should the pattern of light exposed to this receptive
field alter in some small way (e.g., the light hitting the retina
may shift its angle of approach by some small degree; or the con-
trast-to-noise ratio along the outlines of the image might change),
the retinal cells will quickly decrease their firing rate. Although
there is no doubt that these same retinal cells will be used
in the completion of a wide variety of behavioral tasks and for
very different ends (e.g., tracking the flight of a ball that one is at-
tempting to catch versus deciphering the presence or absence of a
particular letter that may be associated with a cognitive task), the
computations that they perform are specialized. That is, these
retinal cells display a specialized computational architecture.

In contrast, other brain regions display a much more flexible
computational repertoire. For example, there are neurons
within the prefrontal cortex that can switch the target of their re-
ceptive fields according to whichever cue is currently of motiva-
tional value to an animal (Barbas & Zikopoulos 2007). Similarly,
experiments using direct cell recordings in non-human primates
have shown that prefrontal cortical neurons can change their sen-
sitivity to patterns of information based on shifting goals (Mante
et al. 2013) and can also alter the direction of information flow
within frontal circuits that control sensorimotor decision making
(Siegel et al. 2015). In humans, distinct regions of the prefrontal
cortex modulate their functional connectivity as a function of
task-set (Sakai & Passingham 2003). Importantly, although these
neural regions will presumably be among the most commonly
reused regions, the computations that they are performing will
likely be highly specialized. That is, the neural systems processing
the information from whichever object is the current focus of the
animal, be it exogenous (such as counting a series of objects in the
world) or endogenous (such as mentally counting the number of
papers published by a rival colleague), will be computed upon
in a similar way by the neurons within the frontoparietal control
networks.

Attributing computational specificity to a particular region is
not to suggest that the brain is composed of discrete modules,
each performing specialized computations. Rather, subsections
of the overall brain network display properties (such as specialized
architecture, cell types, or connectivity), which afford computa-
tional roles to individual brain regions that emerge through the in-
teraction with the rest of the network. For example, there might
exist a subcircuit incorporating the motor cortex, putamen, and
motor thalamus that is particularly important for the execution
of a specific motor pattern (say, moving the right index finger),
but the output of this circuitry would be simply unable to function
out of context (i.e. in vitro), as its computational role arises directly
from its location in space (i.e., within the brain, which is itself
within a larger organism) and time (i.e., the manner in which its
been developed over learning). As a field, cognitive neuroscience
has been attempting to understand these computations by manip-
ulating behavior through the use of neuropsychological tasks;
however, to properly understand the functional role of each sub-
network within the brain, it may be more useful to describe the
computational role of each circuit in context. If such an undertak-
ing were performed, we imagine that some regions perform a
well-defined computational role regardless of context (e.g.,

retinal cells processing light), whereas others are more context-de-
pendent (like prefrontal cortex), flexibly altering their role based
on the activity of the overall brain network.
Refining cognitive ontologies.Many of the issues highlighted in

this commentary could be solved through the progressive refine-
ment of a cognitive ontology that more accurately describes the
relationships between the many and varied computational capac-
ities instantiated within the brain (Poldrack et al. 2011). Indeed,
given our current lack of conceptual clarity as to the appropriate
ontological framework in which to interrogate the brain, any
attempt to classify behaviors according to our current framework
will necessarily be flawed, hence leading to faulty distinctions in
the neural architecture of behavior. To proceed, we agree that
we should seek to appropriately define the “psychological
factors that best capture and account for the differential activity
of the brain in various circumstances” (sect. 6, para. 3).
However, we differ in our predictions of the likely neurocognitive
architectures that will best explain the functional landscape of the
brain. Whereas the author would advocate for an architecture in
which all “individual neural elements are put to use for multiple
cognitive and behavioral ends” (sect. 2, para. 1), we propose
that there will likely be a range of fundamental neural computa-
tions that, when combined with information regarding the
context of the individual neural population within the larger neu-
ronal network (such as the structural connectivity profile or the
relative proportion of different neuromodulatory afferents to a
region), will effectively explain the functional repertoire of the
brain.

That is not to say that these computations will necessarily make
a region more “specialized” in a behavioral sense, but rather that
the computational abilities of a given region will define its involve-
ment across multiple tasks. For example, regions within the pre-
frontal cortex that hold information online over time (Curtis
2006; Sakai & Passingham 2003) can be utilized to maintain infor-
mation during multiple different behavioral tasks, such as those
invoking language, social, mathematical and logical reasoning ca-
pacities. However, in each case, the computation performed by
the region is likely to be similar, whereas the behavioral outcome
will differ, depending on the context in which the computation is
deployed. Within this framework, regions can also develop over
evolutionary or developmental time to become computationally
specialized (Bassett et al. 2015) and hence become recruited
only under the precise situations that require their involvement
(such as Broca’s area in response to the processing of language-
related information; Price 2010).
Conclusion. Together, our arguments suggest a possible refor-

mulation of the author’s main hypothesis, which would place spe-
cialization and reuse together along a functional spectrum, in
which the computational properties associated with each brain
system define its potential involvement in the mechanistic defini-
tion of a range of behavioral capacities.

The implications of neural reuse for the future
of both cognitive neuroscience and folk
psychology
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Abstract: If neural reuse is true, then: (1) fully escaping phrenology will
eventually require an even less brain-centric and mechanistic cognitive
neuroscience that focuses on relations and interactions between brain,
body, and environment at many different scales and levels across both
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space and time, and (2) although scientific psychology must be heavily
revised, the autonomy and irreducibility of folk psychology are assured.

Whenever the discussion turns to neuroscience, I tell people if
they want to read the best thing written about the brain in this
century, they need to read After Phrenology (Anderson 2014). I
say this up front to put any differences between Anderson and
me in perspective. I view these differences as relatively minor,
mostly a matter of emphasis. Herein I will focus on this two-
part question: If Anderson is right about: (a) neural reuse, rede-
ployment, and multiuse at multiple spatial and temporal scales
in the brain and (b) the implications for extended and embodied
cognition and ecological psychology (I believe he is right on both
counts), then (1) what ought the future of cognitive neuroscience
look like, and (2) what does the future hold for the autonomy of
folk psychology? He says he is advocating explicitly for giving
the brain its scientific voice and hence the likelihood of a signifi-
cant revision to the vocabulary of cognition (p. xxii). I will argue
that if Anderson is right about the nature of the brain, then he
needs to move even further away from a focus on mapping struc-
ture to function and even closer to a more radically extended and
embodied account of mind and behavior. Second, I will argue that
while the vocabulary of scientific psychology – that is, RTM and
CTM –must change, Anderson’s vision of the brain and embodied
cognition is a good argument for the autonomy of folk psychology
and hence a good argument against reduction.

I agree completely with Anderson when he says “individual
pieces of the brain, from cells to regions to networks, are used
and reused in a variety of circumstances, as determined by
social, environmental, neurochemical, and genetic contexts” and
that “what is reuse at one level of organization can be multiuse
at another” (p. 36). He says the brain achieves its functions by as-
sembling the right functional coalitions neural and extra-neural,
including body, environment, and external artifacts such as sym-
bolic ones, all in the service of adaptive behavior (pp. 242, 302).
Hence, intelligence is not so much about local processing as it is
about “cooperative connectivity” (240). This implies not just the
failure of massive modularity, but also a complex many-many re-
lationship between structure and function at multiple scales. In
Silberstein and Chemero (2013), which focuses on networks and
graph theory in systems neuroscience, we note that very different
neurochemical mechanisms and wiring diagrams can instantiate
the same networks and hence perform the same cognitive func-
tions. Indeed, in these models, it is primarily the topological fea-
tures of various types of small-world networks that explain
essential organizational features of brains, as opposed to lower-
level, local purely structural features. As Sporns puts it, “a
reentrant system operates less as a hierarchy and more as a heter-
archy, where super- and subordinate levels are indistinct, most in-
teractions are circular, and control is decentralized” (2011, p. 193).
Hence, topological features such as the properties of small-world
networks exhibit a kind of universality with respect to lower-level
structural details. Structural and topological processes occur at
radically different and hard to relate timescales. The behavior
and distribution of various nodes such as local networks are deter-
mined by their nonlocal or global connections. That is, such global
organizational principles or features of brains are not explicable in
principle via localization and decomposition.

Anderson therefore is absolutely right that this picture of the
brain tells against componentiality and mechanistic explanation
as standardly conceived. As he says, “Global function is not built
from componential local function, but rather the reverse”
(p. 93) and “local neural assemblies are polymorphic and ‘multi-
functional’” (p. 104). He says then that we must use current and
invent new increasingly sophisticated tools for mapping structure
to function, such as measures of effective connectivity between
various interacting parts of the brain. He gives the example of
Granger causality for exploring effective connectivity between
large-scale systems of the brain. He describes the bottom-up ap-
proach that creates mappings between network motifs (common

configurations of functional relations between neural elements)
and causal/functional effects. To do this properly, he says, we
must first learn to identify small-scale network configurations in
living animals (p. 307).
I certainly agree with all this as far as it goes, but my worry is

that it is still too brain-centric, still too focused on the “where
strategy,” to use Anderson’s language. My worry is based on the
following: (1) brains and other complex biological systems
exhibit multiple realizability at all scales and levels of description
defined both structurally and functionally, and (2) as Anderson
stresses, brains are embedded in larger physical and social net-
works that play a huge role in determining their activity and inter-
actions at all scales. He argues for example that “actual social
interaction appears necessary for language acquisition” (p. 258).
Given 1 and 2, the first main point I want to make is that going
beyond the brain, we need a neuroscience that is inherently
multi- and inter-disciplinary, one that focuses on various
complex relationships at multiple scales and levels of organization
such as between gene networks, RNA networks, epigenetics,
various levels of scale in the brain from neurons to networks,
behavior, cultural and social features, phenomenology, and so
forth. These relations need to be studied both synchronically
and diachronically and at various timescales including the devel-
opmental and evolutionary.
The point is that a neuroscience-in-full is inescapably interlevel

and deeply historical – a point Anderson makes as well, to be sure.
However, I think the point deserves greater emphasis because the
focus on mapping structure to function, however sophisticated,
comes from the perspective of intervention and manipulation
versus what I will call “seeing the big picture.” Of course, there
is nothing wrong with intervention and manipulation, especially
in the biological sciences, but in the long run, with respect to
both control and the big picture, the full potential of systems neu-
roscience will be realized only if we move further away from such
mechanistic thinking. Of course, this violates some conceptions of
what biology is and potentially starts to make biology look a lot
more like mathematical physics in general or the study of many-
bodied systems such as condensed matter theory. However, this
does not imply a reduction of biology to physics, just an increasing
use of the physics tool kit, which – as illustrated by graph theoret-
ical neuroscience – is of course already happening.
Anderson characterizes the brain as a primarily action oriented

control system as opposed to computationally driven. The brain is
an action controller responsible for managing the values of salient
organism-environment relationships, that is, affordances (p. 307).
So the brain controls or manages biased affordance competition.
Of course, the brain for Anderson is decidedly not a CPU, but
why does he say the brain is the controller, the brain assembles
the right functional coalition, and so forth, and not the extended
organism itself. The worry is that given his Gibsonian picture,
this way of talking about the brain makes it sound too autonomous
from the body, the environment, and the affordances of the organ-
ism, too CPU like. He talks about the “multidimensional function-
al biases of individual brain regions as indices of some set of
underlying causal dispositions” (p. 307). He talks about this in
terms of neural dispositions, differential propensities, and causal
powers (pp. 114, 308), and in terms of “personalities of brain
regions.”He calls this the dispositional vector account of brain ac-
tivity. My worry is that this sort of language suggests not merely
that different networks or regions have a tendency to contribute
to certain tasks, but that there is something intrinsic and mecha-
nism-like in virtue of which they so contribute. I am not angling
for full-blooded holism, and I do not doubt that there are impor-
tant differences, but I am suggesting these differences, rather
than being intrinsic, are primarily fixed by evolutionary, develop-
mental, functional constraints, and historical contingencies. Fur-
thermore, there may be no optimal brain architecture, and even
if we discover such TALoNS (p. 94), we may be learning about
said constraints and historical contingencies only with respect to
humans or a subset thereof: There is probably multiple
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realizability with respect to TALoNS as well. And, as Anderson ac-
knowledges, these constraints often get trumped by cultural and
social constraints that also get preserved and conserved across
time. So I want to push back a little against the picture of brain
regions evolving particular dispositions that get combined in
various ways like primary colors to collaborate on different tasks.

Rather than speak of brains as control systems with intrinsic dis-
positions, I want to say that brains are hubs in the graph theoretic
sense, but they are living hubs in multilevel dynamical processes
that are extended in space and time. The networks in question
are physio-bio-cultural, and brains are truly historical artifacts
that bear the marks of their origins and development. In this
model, extended organisms or agents spanning brain, body, and
environment are the primary locus of control, and the structural
elements that instantiate such networks are often secondary to
the networks themselves (Silberstein & Chemero 2011).

This brings me directly to my second main point about the au-
tonomy of folk psychology. Rather than reduction or elimination,
neural reuse and extended cognition so conceived actually support
functionalism in the sense that we individuate processes with
regard to their role and effects as opposed to their structural con-
stituents. Again, looked at in this way, we find a great deal of mul-
tiple realizability within and across human and non-human brains.
Anderson places a lot of emphasis on the importance of selection
in understanding brain function (p. 296), and I agree, but I think
there are others aspects of evolutionary and developmental
biology that are equally important and that do not fully reduce
to selection. Evolutionary theory has its own version of function-
alism in the form of convergent or parallel evolution such as
mimicry and flying (McGhee 2011). Focusing on cognitive con-
vergence, creatures with very different brains and selective histo-
ries seemingly converge on similar behavioral and cognitive
strategies for dealing with “socioecological” problems. For
example, corvids do not even possess a prefrontal cortex, yet
they exhibit very intelligent behavioral and cognitive strategies
similar to primates. There is growing evidence across the board
that creatures with very different brains have in many respects
converged on relatively similar minds (McGhee 2011). Well-
known examples of this from insects to mammals include: tool
use, architectural behavior, agricultural behavior, social or collec-
tive behavior, mathematical behavior, and language use (McGhee
2011, Ch. 6). There is also a growing consensus that a wide variety
of different species with very different brain structures and
nervous systems possess some form of not only sophisticated con-
vergent cognition, but also consciousness, self-awareness, and
metacognition. Examples abound, such as the mourning behavior
of gorillas and dolphins (McGhee 2011, p. 240). I think the best
explanation for cognitive convergence is that the affordances, en-
vironmental and social features often trump structural neural con-
straints whether imposed by physics or selection.

So, although I agree with Anderson that the brain must have its
voice, what I think it is telling us is that neural reuse is best viewed
as a subset of what developmental and evolutionary biologists call
plasticity and robustness (Bateson & Gluckman 2011). Although
there are many different kinds of both robustness and plasticity,
in general robustness refers to relative stability or invariance
across environmental, genetic, or cellular transformations, and
plasticity refers to cases wherein features of the organism are
held constant such as genotype, and yet because of environmental
transformations the organism nonetheless manifests very different
or unique adaptive traits or behaviors (Bateson & Gluckman 2011,
p. 8). Different forms of plasticity include: phenotypic, molecular,
variety of neural types, immunological, and behavioral (Bateson &
Gluckman 2011, p. 46). Both of these features of complex biolog-
ical systems are of course at the heart of the epigenetic revolution
in biology. As many people have pointed out, robustness and plas-
ticity are two sides of the same coin: “Plasticity is often regulated
by robust mechanisms and robustness is often generated by plastic
mechanisms” (Bateson & Gluckman 2011, p. 46). It is important
to note that, although many biological mechanisms possess the

properties of robustness and plasticity, these features cannot in
principle be explained mechanistically in terms of localization
and decomposition. These are global/systemic and scale-invariant
features of such biological systems. Convergent evolution, robust-
ness, and plasticity all go hand-in-hand, and they all point to the
strongly extended nature of phenotype, behavior, and cognition.
For one take on what such a Gibsonian cognitive neuroscience
might look like, see Silberstein and Chemero (2012).

Modularity in network neuroscience and neural
reuse
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Abstract:Neural reuse allegedly stands in stark contrast against a modular
view of the brain. However, the development of unique modularity
algorithms in network science has provided the means to identify
functionally cooperating, specialized subsystems in a way that remains
consistent with the neural reuse view and offers a set of rigorous tools to
fully engage in Anderson’s (2014) research program.

In After Phrenology: Neural Reuse and the Interactive Brain, An-
derson (2014) offers a valuable framework for understanding
neural (re)organization and its relationship to cognitive function-
ing. This framework, neural reuse, maintains that most regions
of the brain are involved in multiple and diverse cognitive tasks,
and that the brain is capable of achieving functional flexibility pre-
cisely because it can redeploy the same neural structures for a
variety of purposes (p. 5). This neurofunctional architecture alleg-
edly stands in stark contrast against a modular view of the brain.
However, in our view, recently developed, data-driven modularity
algorithms in network science (modularitynet), which make use of
mathematical formalisms from graph theory, remain consistent
with Anderson’s view while providing a set of rigorous methods
to engage in Anderson’s research program.

Modularitynet algorithms are computed on networks, which are
formally described using graph theory (Newman 2006). All net-
works are composed of differentiable elements of the system
(nodes) and pairwise relationships between those elements
(edges). In the context of human functional brain networks,
each node represents a discrete parcellation of brain tissue, and
edges represent measured functional interactions (connectivity)
between pairs of nodes (Bullmore & Sporns 2009; Rubinov &
Sporns 2010). Modularitynet algorithms can be used to identify
nodes that form tightly interconnected subgroups of interacting
brain regions functionally cooperating to subserve certain tasks.
These modularitynet algorithms provide valuable information
about (1) the extent to which the entire system can be (partially)
decomposed into modulesnet, (2) the extent to which the nodes
within each modulenet are preferentially cooperating with nodes
within their own modulenet versus nodes in other modulesnet in
the system, and (3) the different functional roles of specific
nodes within each modulenet (Stanley et al. 2014; Telesford
et al. 2011). As such, modularitynet constitutes an alternative to di-
mensionality reduction approaches discussed by Anderson (e.g.,
diversity variability, Dice’s coefficient), while providing more in-
formation about the properties of these functionally cooperating
groups of regions subserving different tasks. Although modulesnet
are not isolated, autonomous, encapsulated processing units – as
demanded by more traditional formulations of “modularity” –
they do still perform particular, specialized functions during
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certain tasks via the interactions between brain regions within
each modulenet itself. Specific modulesnet are thought to
perform specific functions, even though each modulenet remains
interconnected, or integrated, with all other modulesnet in the
system by a complex set of inter-modulenet connections (Fig. 1).
Thus understood, modularitynet safeguards a conception of spe-
cialized, segregated functioning, which is central to more tradi-
tional views of modularity. Indeed, it has been shown that a
modularnet architecture both exists in functional brain networks
and is advantageous because it increases the robustness, flexibility,
and stability of the system (Barabasi & Oltvai 2004; Valencia et al.
2009).

In what follows, we briefly identify the fundamental princi-
ples of neural reuse and show that modularitynet is consistent
with it. We also suggest that modularitynet provides the best
set of methods for investigating neural reuse, while preserving
attractive features traditionally ascribed to a modular view of
the brain.

The first claim Anderson makes about neural reuse provides the
foundation for his framework: Brain regions should be used and
reused for diverse purposes in various task domains (p. 9). In
using modularitynet algorithms to investigate neural reuse, we
assume that (1) subgroups of nodes (brain regions) identified as
highly interconnected during a task consistently across persons
are being used for that task, and (2) nodes can change in
modulenet allegiance between any two conditions. If, in fact,
nodes change in their functional properties to be part of different
interconnected, functionally cooperating groupings (modulesnet)
from task A to task B, then the modularitynet algorithm will be
able to identify this shift. Because modularitynet algorithms are
data-driven, the quantity of nodes forming any given modulenet,
the spatial locations of nodes within any given modulenet, the con-
sistency of modularnet organization across a set of persons, and the
extent of interconnectedness of nodes comprising each modulenet
are determined by the very nature of the functional brain network,

and not by the experimenter. Furthermore, modularitynet algo-
rithms are designed to admit the possibility that there are no
clear, distinct modulesnet in the network. Consequently,
modularitynet serves as both a validation of neural reuse
between different tasks and as a way to identify those functionally
cooperating groups of brain regions subserving any task of inter-
est. Modularitynet makes no a priori assumptions about the selec-
tivity of local neural structures for specific task(s). If, in fact, local
neural structures are not highly selective and typically contribute
to multiple tasks across domain boundaries, then modularitynet
will show how neural structures (nodes) change modular alle-
giance by reorganizing their connections for any set of tasks.
Recent work has demonstrated that human functional brain net-

works exhibit a modularnet architecture, but that architecture is
neither temporally static nor anatomically fixed. Instead, nodes
alter their interactions with other nodes in the network to form
new modulesnet depending upon the demands on the system
(Bassett et al. 2011; Cao et al. 2014; Meunier et al. 2014; Moussa
et al. 2011; 2014; Stanley et al. 2014). For example, Stanley et al.
(2014) demonstrated that the nodes within the modulenet mostly
composed of default-mode brain regions maintained a highly con-
sistent, densely interconnected, functionally cooperating modulenet
during a minimally demanding working memory task. However,
when more attentional and working memory resources were re-
quired, the previously observed default-mode modulenet dissolved.
During this more difficult working memory task, a different set of
brain regions, many of which have traditionally been considered to
be involved in working memory processes, became densely inter-
connected, forming a new, consistent modulenet across persons.
Changes in modularnet organization within individual persons
have been shown to facilitate behavioral adaptation during simple
tasks, further emphasizing the constantly changing, dynamic
nature of modulesnet (Bassett et al. 2011).
The second claim Anderson makes about neural reuse concerns

the importance of interactions between different neural elements:
Functional differences between task domains are critically reflect-
ed in the different patterns of interaction between many of the
same elements forming the right neural team for a job (pp. 9,
46). Modularitynet is computed by detecting certain patterns in
the interactions between all brain regions comprising the
network simultaneously. That is, modularitynet takes into
account all interactions between each and every brain region
and subsequently identifies the subsets of brain regions that
tend to be more densely interconnected (i.e., interacting more
strongly) among themselves than the rest of the network. The
functional groupings of highly interconnected brain regions ob-
served during task A that appear consistently across subjects are
thought to actually subserve the cognitive process(es) associated
with task A. Although modularitynet does still provide relevant in-
formation about the spatial locations of nodes comprising each
modulenet in the brain, modularitynet provides more important in-
formation regarding how certain regions are functionally cooper-
ating during any given task, the extent to which regions are
densely interconnected, how that interconnectedness changes
across tasks, and the relative importance of specific nodes within
modulesnet for facilitating integrated and segregated neural
functioning.
Critically, however, if one grants that achieving a task is really

about putting together the right “neural team” (i.e., modulenet),
then that modulenet is engaged in specialized processing for that
specific task. Different components of that neural team might
be serving different subfunctions, but the components of the
team are all working to serve the particular function carried out
by the modulenet itself. So, in investigating the neural basis of cog-
nitive processes, one cannot merely be concerned with integration
between modulesnet, as Anderson suggests (p. 42). Modularitynet
algorithms recognize the importance and mutually dependent ne-
cessity of both segregation (specialization) within a particular
modulenet and integration between modulesnet. Understood in
this way, segregation and integration of function are not wholly

Figure 1 (Stanley & De Brigard). Provides an illustration of
possible properties of a network’s modularnet organization.
Suppose each individual node (circle) represents some discrete,
predefined portion of the brain, and the links between nodes
represent functional interactions between nodes. Node color
represents the modulenet to which that node belongs. Notice
that the nodes composing the blue modulenet are very densely
interconnected among themselves, suggesting that those nodes
are cooperating to achieve some function, despite remaining
interconnected to all other nodes in the system via direct and/or
indirect connections. In contrast, the nodes composing the red,
orange, and green modulesnet are not nearly as densely
interconnected or clearly defined. The kind of modular
structure exhibited by the group of blue nodes allows
researchers to maintain the position that modules exist and are
responsible for specialized, segregated functions while
remaining consistent with Anderson’s overarching framework
that militates against purely decomposable, strictly domain-
specific, encapsulated, and isolated modules.
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separable. But, nodes in modulesnet still densely interconnect to
form functionally cooperating groups engaging in specialized
functioning during specific tasks. By recognizing the importance
and mutual necessity of both segregated and integrated function-
ing, modularitynet seems to preserve the one truly valuable tenet
of more traditional views of modularity – that is, that there is, in
fact, segregated, specialized functioning in the brain that is neces-
sary for cognitive functioning.

The third claim Anderson makes about neural reuse implicates
evolutionary assumptions: Later emerging behaviors/abilities
should be supported by more disparate neural structures (p. 9).
Modularitynet makes no a priori assumptions about which behav-
iors/abilities are supported by the most scattered set of structures
in the brain. Importantly, modulesnet need not be spatially contig-
uous in the brain, because edges in functional brain networks are
defined as statistical dependencies in neural signal between nodes.
Because the size, consistency, and spatial scatter of modulesnet are
determined by the nature of the functional network itself,
modularitynet actually provides the ideal way to empirically test
whether later emerging behaviors/abilities are supported by
a highly interconnected, consistent modulenet comprising a
greater proportion of different structures broadly scattered
throughout the brain. So, if Anderson’s third claim is right, then
the data-driven modularitynet algorithm should identify the func-
tional groupings of nodes representing the latest developing
modulesnet (during the relevant tasks) as those that exhibit the
most noncontiguous and densely interconnected, yet spatially con-
sistent (across persons), spatial scatter throughout the brain.

The fourth claim Anderson makes maintains that neural reuse is
a guiding functional principle across many different spatial scales:
Neural reuse does not go away, no matter how small the brain
region (pp. 29–30). By using modularitynet algorithms, it is possi-
ble to investigate neural reuse on many different spatial scales.
Even among the existing network analyses of fMRI data alone, re-
searchers have reported results from 70-node to 140,000-node
whole brain networks (Stanley et al. 2013). Assuming adequate
computational power, modularitynet can be computed on net-
works at any of these spatial scales, and different kinds of informa-
tion can be extracted from the modularnet architecture (or lack
thereof) observed at each scale. Recent work has also led to the
development of hierarchical modularitynet algorithms (Arenas
et al. 2008; Meunier et al. 2009; Sales-Pardo et al. 2007), where
each modulenet obtained at the partition of the highest level
can further be decomposed into submodulesnet, which in
turn can be decomposed into subsubmodulesnet, and so on.
This makes it possible to rigorously compare modularnet organi-
zation at many different spatial scales in order to capture reuse at
different levels of organization within the same brain during the
same task.

The fifth critical claim Anderson makes about neural reuse con-
cerns separate modifiability and decomposability: Neural reuse
does indeed militate against separate modifiability; the brain is
not a nearly decomposable system consisting of separately modifi-
able parts (pp. 39, 40). To understand the compatibility between
Anderson’s fifth claim and modularitynet, it is necessary to distin-
guish between strong and weak versions of decomposability.
Decomposabilitystrong refers to a fully separable system in which
any element can be removed or altered without significantly im-
pacting the remaining elements of the system (e.g., a massive
modularity view). Decomposabilityweak refers to a system that
has parts that tend to group together to perform specific func-
tions, but in which each part remains connected to the rest of
the system through a complex pattern of interactions, such that
no functional group can be changed without changing the
system as a whole. Although more traditional formulations of
modularity operate under the assumption of decomposabilitystrong
that further assumes separate modifiability, modularitynet only
assumes decomposabilityweak, which does not allow for separate
modifiability. Functional brain networks are investigated as fully
interconnected, interdependent, nonlinear systems. This means

that no modulenet can be modified in practice without also chang-
ing the modularnet architecture of the system as a whole. By ac-
cepting decomposabilityweak but not decomposabilitystrong,
modularitynet is able to maintain a particular notion of segregated,
specialized functioning while still remaining consistent with
neural reuse.

Neural reuse holds tremendous promise as a framework with
which to understand and investigate the neural bases of cognitive
processes. We have argued that recent developments in network
neuroscience offer a particular view of modularity –modularitynet-
– that is consistent with the fundamental tenets of neural reuse.
Additionally, we have suggested that these modularitynet algo-
rithms constitute an excellent tool for empirically investigating
neural reuse, even for researchers reluctant to relinquish the
idea of specialized modules altogether.

Neural reuse leads to associative connections
between concrete (physical) and abstract
(social) concepts and motives
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Abstract: Consistent with neural reuse theory, empirical tests of the
related “scaffolding” principle of abstract concept development show
that higher-level concepts “reuse” and are built upon fundamental
motives such as survival, safety, and consumption. This produces mutual
influence between the two levels, with far-ranging impacts from
consumer behavior to political attitudes.

The neural reuse theory has proven remarkably generative and
supportive of research activity on embodied cognition, motivation,
and behavior. We first present and discuss recent research evi-
dence consistent with a “conceptual scaffolding” principle that is
in harmony with the neural reuse perspective. We then discuss
how conceptual development in neuroscience and empirical re-
search in social psychology may collaborate in fathoming the
neural structure of grounded cognition.

Anderson (2014) notes that conceptual metaphors – structure
and logical protocols from one domain guiding and structuring
those in another (e.g., life is a journey, love is war) –may be
only one “side effect” (p. 26) of the neural reuse process on a
larger scale. Evidence from social and consumer psychology on
embodied forms of judgment and behavior suggests that higher-
order mental conception is not built from the more basic function-
al models as “prototypes” (Anderson 2014, p. 17) as much as it is
built upon (associatively connected to) the biological groundings
of the primal functions, sharing their neural substrates by reuse.
Several lines of research provide support for this proposition.

The conceptual scaffolding account (Williams et al. 2009),
which was influenced by and is in harmony with the neural
reuse principle, argues that more abstract concepts and
complex, higher-order mental functions (person perception,
self-esteem, value judgment) grow organically from and are
hence “built upon” the more fundamental, innate needs, such as
for survival, safety, and resource acquisition (consumption). The
“built upon” notion leads directly to the assumption that associat-
ive connections will be formed between the concrete and the ab-
stract concepts or goals, associations that remain intact throughout
the lifespan. This in turn leads to hypotheses regarding the use of
physical level concepts in describing more abstract social and psy-
chological phenomena, as documented by extant theory and re-
search on metaphor use (Lakoff & Johnson 1980; Landau et al.
2010). Social relationships (a close relationship, a warm father, a
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sweet thing to do) are commonly described in physical terms, and
we easily understand each other when these terms are used. But
the “scaffolded” associative connections play an even larger role
than in language alone, as many studies have now documented
how activation of the physical level concepts (such as by holding
something warm, or feeling something rough) spreads along
these associative connections to activate and influence analogically
related psychological and social level judgments and motivations
as well.

For example, research in the sensorimotor domain shows that
higher-level social judgments are influenced by concrete physical
sensory experiences (Ackerman et al. 2010; Krishna 2012). Acker-
man et al. (2010) found that incidentally touching something
rough or smooth (rough or smooth backing on the clipboard
they were using) influenced participants to rate a social interaction
they read about as having gone more roughly or smoothly. Schae-
fer et al. (2014) replicated this effect across 96 different social in-
teraction scenarios, in the context of an fMRI study in which
participants touched something rough or smooth prior to
reading each of the scenarios. Schaefer et al. (2014) replicated
the rough-smooth priming effect but showed further that the
extent of activation of the somatosensory cortex caused by the
physical experiences correlated significantly with the extremity
of the social judgment of the smoothness of the social interactions.

Moreover, just as cold ambient temperatures and physical
objects (e.g., ice cubes) cause a person to feel physically colder,
so too does “social coldness” in the form of rejection by others
cause a person to actually feel and become physically colder
(IJzerman et al. 2012). Physical warmth (as from holding some-
thing warm) causes people to become more socially warm (gener-
ous, trusting: Inagaki & Eisenberger 2013; Williams & Bargh
2008), and holding something cold causes people to act with
less generosity and lower levels of trust in behavioral economic
games (Kang et al. 2011). And again, neuroscience studies have
shown that the degree of activation of the brain regions that
respond to the physical level experience are correlated with the
extent of the obtained effect in the more abstract social or psycho-
logical domain. In the case of physical warmth and coldness, the
same regions of insula become active upon physical and social
warmth experiences – holding something warm or texting to
one’s family and friends (Inagaki & Eisenberger 2013) – and
upon physical and social coldness experiences (Kang et al.
2011). Moreover, the same homeostatic mechanisms are activated
in the two forms of warmth or coldness: Just as one seeks warmth
when cold, Zhong and Leonardelli (2008) demonstrated that after
an experience of social exclusion (coldness), participants more
often wanted a hot drink or warm food for lunch, compared
with an iced drink or cold cuts.

That physical level experiences such as a warm bowl of soup can
effectively substitute for missing feelings of social warmth (as after
exclusion or rejection by others) is reminiscent of Kurt Lewin’s
early theory of goal substitution, as originally studied by his
student Mahler (see Wicklund & Gollwitzer 1982). If a desired
goal cannot be met, then substitute activities can often, at least
temporarily, satisfy (and turn off) that goal. And so socially reject-
ed participants more strongly prefer physically warm beverages or
lunch dishes (Zhong & Leonardelli 2008). Other studies show
similar goal substitution effects, even at the abstract level of polit-
ical values and attitudes.

For example, we all have a need to feel in control of our lives
and important (goal-related) outcomes; when this need is threat-
ened (such as when our economic resources are low) people tend
to compensate by identifying more strongly with larger, more
powerful social entities such as the government or a supernatural,
powerful God (Kay et al. 2008). Other, more physical level needs
show the same goal substitution effect. Immigrants to one’s
culture can be viewed as analogous to external germs and
viruses entering one’s own physical body. Satisfying the goal of
disease prevention, such as by getting a flu shot or by washing
one’s hands with antibacterial disinfectant, would hence be

expected to substitute for the more abstract goal of defending
one’s culture by anti-immigration attitudes. Several studies
indeed showed that participants who had been inoculated
against the flu virus (and reminded of that fact) had less negative
attitudes toward immigration than nonimmunized participants;
and in another study, those given a chance to use disinfectant
hand wipes also then had less negative immigration attitudes
(Huang et al. 2011).
Similarly, in the case of another basic physical-level motivation,

consumption of food, more abstract (and modern-day) consump-
tion goals would be expected to be “built upon” or “reuse” that
more fundamental motive. In harmony with that prediction, Xu
et al. (2015) have shown that not only do hungry participants
tend to buy more food at the grocery store, as previous studies
had shown, but they also buy more of everything, even non-
food items at a department store. The goal of consumption or ac-
quisition of resources in general appears therefore to be built on
the more fundamental (and survival relevant) goal of food con-
sumption – such that when that food consumption goal is active
(that is, when the person is hungry), the more abstract consump-
tion goals are also more active. Not only is it a good idea, from a
pragmatic economic standpoint, to having something to eat before
going to the grocery store (Gilbert et al. 2002), but it also appears
to be a good idea before doing any kind of shopping.
There are cultural and individual differences in the use of par-

ticular metaphors, and these would be expected to moderate
when the physical-to-abstract influences on judgments and behav-
ior will occur. Some metaphors, such as the warm-cold one,
appear from the neuroscience research (as well as social psycho-
logical research on impression formation; see Fiske et al. 2007)
to be hard-wired and universal, but other metaphors appear in
some cultures and not in others. This suggests that more than
one mechanism might underlie the metaphorical effects; some
might be hard-wired, whereas others are culturally based and
semantic, reflecting linguistic customs (Meier et al. 2012b).
At the individual difference level, the recent development of

the Metaphor Usage Measure (MUM; Fetterman et al. 2016)
shows that a person’s tendency to use metaphors in his or her ev-
eryday communications to others is related to the probability that
their behavior will be influenced by analogous physical experiences.
The authors’ previous research had shown that eating sweet foods
was related to having a “sweet” personality (kind, thoughtful,
selfless) and also that people in general were more likely to
behave “sweetly” after having consumed sweet foods or drink
(Meier et al. 2012a). Research on validation of the MUM scale
showed that the more a given individual tended to use metaphors
(in general) in common speech, the stronger the correlation in
their daily lives between how much sweet foods and drinks they
consumed and how many “sweet” behaviors they performed
that day. Hence, the extent to which associative connections
have formed between the physical and social levels of a concept
influences both the use of the metaphorical use of the physical
concept in language and its degree of influence (when activated
by relevant physical experience) on analogous forms of social
behavior.
Anderson’s (2014) innovative model of neural reuse has been of

tremendous help in understanding the basis for the numerous and
often remarkable findings of physical experiences on higher-level
judgments and behavior over the past decade. This body of evi-
dence, especially its increasing focus on mechanism and individual
difference moderators, will be important for sorting out the
several distinctive theoretical frameworks that have emerged to
account for the metaphorical or analogical influence of the body
over the mind. These include evolutionary (Kaschak & Maner
2009), linguistic and symbolic (Boroditsky 2001), simulation-
based and perceptually grounded (Barsalou 2008), as well as cul-
turally situated (Cohen & Leung 2009; Oyserman 2011). Some of
these theories rely more heavily on a semantic or linguistic mech-
anism, whereas others emphasize a goal-based evolutionary exap-
tion (Anderson 2008b) of functional units in service pursuit of the
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same ultimate underlying end-state – the ancient concerns of sur-
vival and prosperity, consisting of the same basic set of primal
challenges: self-conservation, social affiliation, mating, and
power (Kenrick et al. 2002). As embodiment and neural reuse
theory and research themselves evolve together in the years to
come, a better understanding of the underlying mechanisms
and contextual moderators of embodiment and metaphor effects
will certainly be gained by staying mindful of new developments
in the theory and research on neural reuse.
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Abstract: In this reply to reviewers, I argue that, although reforming
the taxonomy of psychology will lead to great insights in the cognitive
sciences, it will not result in 1:1 structure-function mappings in the
brain; we should expect to see a great deal of irreducible functional
diversity in the brain at multiple spatial scales. I further clarify both
the promise and the limitations of the analytic techniques for
capturing functional diversity and interrogating the taxonomy of
psychology; describe the ways in which neural reuse can help us
understand human development; further explore the ways in which
my proposals for integrating psychology, neuroscience, and
evolutionary biology differ from the approach exemplified by
contemporary evolutionary psychology; and lay out some new and
hopefully interesting avenues for future research.

Let me begin by offering my sincere thanks to all of the
contributors for taking the time to review and evaluate
After Phrenology (Anderson 2014), and to Behavioral and
Brain Sciences for hosting the discussion. We are, I think,
at an inflection point in the cognitive sciences generally
and in neuroscience in particular, and this collection of
essays promises to generate much-needed reflection and
stimulate even more rapid progress. Given the scientific
moment, I am pleased and humbled to see that even the
most critical of the reviewers found the book important,
useful, comprehensive, and timely. I am especially grateful
for the many reviewers who are calling for an even more
sweeping rethinking of the sciences of the mind. If the
book helps promote a flowering of creative scientific radical-
ism, that will be a wonderful legacy, indeed. To finally under-
stand the mind we will need many, many minds, working
intensely, freely, and creatively. With a bit of luck, discus-
sions like this will speed the way.

R1. A new taxonomy for psychology?

One of the central contentions of After Phrenology (Ander-
son 2014) is that the taxonomy of psychology is in need of

revision, and both Shine, Eisenberg, & Poldrack (Shine
et al.) and McCaffery & Machery appear to agree.
Where we disagree is what the outcome of such revision
will be. In essence, Shine et al. argue that my position in
Anderson (2010) –where I hypothesized that there might
be a set of fundamental psychological operations (“work-
ings”) that could be strictly localized, but would be used
in a variety of cognitive processes – is likely closer to the
truth, and they think this model of reuse better accounts
for the established data. Perhaps. Their arguments are
clear and reasonable, and they usefully illuminate a
number of outstanding issues regarding how best to
respond to the ever-increasing evidence for functional
complexity in the brain. And yet, I find the preponderance
of evidence to point not back to my 2010 position, but
forward to an understanding that can accommodate a
range of functional arrangements, from local workings to
true, irreducible polyfunctionality. Hence, are McCaffery
& Machery led to ask whether I now actually deny the pos-
sibility of intrinsic functions, or if am I arguing instead for
the less radical position that the best research strategy is to
capture brain function in a multidimensional manner,
which will sometimes lead to the discovery of fundamental
operations (“workings”) and sometimes not?
I certainly endorse the latter statement. My position on

intrinsic functions is accordingly a bit more nuanced than
denial. I think that some parts1 of the brain, but probably
not most, may come to have (relatively) fixed, intrinsic
functions (as D’Souza & Karmiloff-Smith also insist –
but note it is a different open question whether a compu-
tational vocabulary will be the best way to describe that
function; McCaffery & Machery appear to conflate these
two issues). I think that many parts of the brain will
have multiple, repeatable configurations, and hence differ-
ent functions in each.2 And I think that some parts of the
brain will not have intrinsic functions at all, because the
role they play in the coalitions of which they are a
member will be irreducibly determined by the mutual
constraints imposed by the many interacting parts (Ander-
son 2015), such that the overall function of the larger
system may be unanalyzable into subfunctions. Hence, I
do endorse the sort of functional gradation for the brain
advanced by Shine et al.; I am just expecting the truth
to lie a bit further to the left (as it were). That is, local
multifunctionality and unanalyzable distributed functions
will be much more common than they suspect – and
note Silberstein argues that neural reality will prove to
be further leftward still.
Because I am an advocate for a new and different taxon-

omy, I find some of Kaplan & Craver’s concerns puzzling.
For example, they argue that I “implicitly reif[y] the task
domains of BrainMap” (para. 12), thereby trapping psy-
chology inside the very taxonomy I am trying to escape.
And yet, I explicitly reject any such reification and describe
in some detail the many means for avoiding it. These
include not just applying various machine learning,
pattern analysis, dimensional reduction, and component
analysis techniques to get at the hidden underlying struc-
ture of neuroimaging (and other neurofunctional) data,
but also building fingerprints using multiple different
initial taxonomies as starting points. And let me be as
clear as I can be: Our current taxonomies are just that:
starting points for the eventual articulation of a new vocab-
ulary of psychological function.
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Of course, Kaplan & Craver are right that solving the
problem of functional registration is going to be wickedly
difficult, for all of the reasons they cite. Any attempt to in-
tegrate scientific evidence across experiments risks includ-
ing and thus mistakenly interpreting noise, and they worry
that my results may reflect more noise than signal. I worry,
too. That is why I take into account evidence gathered from
many, many different methods, including not just fMRI but
also TMS, single cell recording, neural attenuation experi-
ments, and more. I believe that the most parsimonious hy-
pothesis that accounts for all of these data is that most parts
of the brain are functionally diverse. That said, I do not
think that any of the fingerprints I have built accurately
reflect the true functional profiles of any specific brain
region. I think they do capture something important
about the underlying functional dispositions of those
regions (and the fact that fingerprints can be used to
predict functional cooperation in the brain suggests this is
not an unreasonable supposition), but I do not think we
yet have the right way of characterizing underlying
function.
Hence, here is where we need to separate the quality and

accuracy of our specific current results from the value of
the method going forward. As I argue in After Phrenology,
representing brain activity in a multidimensional way and
integrating experimental results across disparate domains,
paradigms, and populations is the best way to reach an
eventual understanding of the brain. If there really is a
1:1 mapping between function and structure to be found,
this method will help us find it (and not integrating across
different experiments will actually delay this discovery).
And if there is not a 1:1 mapping to be found, then this
method is the best we have for capturing the complex un-
derlying truth. If it is right, as Pessoa, Pasqualotto, and I
all argue, that the mapping between structure and function
will remain many:many at multiple spatial scales, then
however our taxonomy of function evolves, we need to be
using tools that respect this fact.
Although I do believe that the analytic tools I advocate

will prove essential to our science going forward, McCaff-
ery & Machery raise an important concern regarding the
use of unsupervised machine learning and dimensional re-
duction techniques to revise the taxonomy of psychology.
As they note, the techniques are underdetermined,
require arguably arbitrary decisions (e.g., in setting the
number of dimensions or clusters), do not necessarily con-
verge on a unique solution, and are far from guaranteed to
produce meaningful results. Hence, I agree that “none of
the possible spaces should be interpreted realistically”
(para. 8). But this does not mean that none of the dimen-
sions should be interpreted realistically. I think that these
techniques for exploring large collections of data (neuroim-
aging data, yes, but also anything else we can get our hands
on) will prove to be crucial guides to discovery, precisely
because they will array things along nonintuitive dimensions
and group things in surprising ways. And in this context, the
variety of the techniques and the range of solutions is an
asset. Yes, we should avoid the reification pitfall – none of
these techniques will speak infallibly. But we should also
avoid the cynicism pitfall of never trusting what sometimes
fails. As Perlovsky notes, much is hidden from conscious
awareness, and the development of language further prob-
lematizes the clear search for models of brain function,
because the apparent structure of language itself can be

(and has been) misconstrued to be a reflection of the un-
derlying structure of the mind (a different instance of reifi-
cation, perhaps?). By potentially defying our intuitions
regarding what is neurally and psychologically similar
across contexts, these techniques may help us catch a
glimpse of what lies beneath. We should take what they
show us seriously.

R2. Brains and bodies

Silberstein’s opening line that After Phrenology is “the
best thing written about the brain this century” (para. 1)
already offers the core of my response to his concern that
I am being too brain-centric: this appearance is simply
the result of the fact that this is a book about the brain
and how to study it in light of what the best neuroscience,
ecological psychology, and evolutionary biology has to teach
us. Hence, I completely agree with Silberstein that good
neuroscience must also be what he calls “big picture”
biology, and I suspect that part of what it will take to
make substantial progress understanding the brain is a
reform of graduate training in psychology and neuroscience
to include more evolutionary and developmental biology,
mathematical physics, and, yes, even philosophy (some of
which is happening already). I do not expect or advocate
for every scientist to master every relevant field, in the
manner of TV-show physicians, but if we are to get the
best advantage out of the greater interdisciplinary collabo-
ration that everyone realizes is necessary, then we need to
achieve sufficient familiarity with related disciplines to
support effective communication.
Pezzulo usefully highlights one area where such oppor-

tunities have been insufficiently explored. He writes: “Pro-
gress in the field will benefit from a ‘new alliance’ between
proponents of embodied and action-oriented views [of]
cognition and computational modelers including roboti-
cists” (para. 4). I completely agree – and in fact called for
exactly this at the most recent conference on Advances in
Cognitive Systems! I certainly hope that people heed Pez-
zulo’s (and my) call, and I appreciate the many pointers he
offers to underinvestigated theories and phenomena. I will
certainly be urging my students to follow out some of these
ideas.
Interestingly, I think the research path that Pezzulo ad-

vocates can also be an important part of addressing Silber-
stein’s concerns. I agree with Silberstein and Pezzulo that
the notion of constraint is going to provide a crucial orga-
nizing frame for the study of organism-environment
systems (Anderson 2015), and cognitive robotics looks to
be one important technique for exploring the essential
questions of how the environmental and other constraints
that Silberstein rightly highlights help determine brain
function, and how brains are organized to take advantage
of said constraints for cognitive and behavioral ends. As I
note above, I am open to the notion that some parts of
the brain lack intrinsic functions that can be localized,
because they will be irreducibly determined by properties
of whole systems, and I am also open to the possibility
that some intrinsic functions can in fact be identified. Sim-
ilarly, as Pezzulo advocates, I remain open to the discovery
that some elements of some brain mechanisms will be best
understood as internal representations, but I do not expect
them to be central to our overall account of cognition.
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Silberstein, Pezzulo, and I are in complete accord that the
neurosciences (and the cognitive sciences more generally)
need to continue to move toward more embodied, embed-
ded, dynamic, control-theoretical models of psychological
phenomena.

Whereas authors including Pasqualotto, Pessoa, and
Guida, Campitelli, & Gobet (Guida et al.) focus primar-
ily on the neural evidence for the ubiquity of reuse, Wang
& Bargh offer instead an excellent discussion of some of
the cognitive evidence for and effects of reuse, including
perceptual grounding –what they call “conceptual scaffold-
ing” – and goal substitution. For example, they detail the
fascinating ways in which physical sensations – of warmth,
texture, and the like – both influence and are influenced
by interpersonal social judgments of closeness and cohe-
sion. My only concern with their account is that, although
the associative connections they suggest are responsible
for this influence are surely part of the story, in fact explicit
associations may not always be necessary to generate the
effects they discuss. As I have argued along with Penner-
Wilger (e.g., Penner-Wilger & Anderson 2013), all that is
required to explain a given instance of reuse is that the
reused neural element have the right functional properties
to support each use. In the case of the finger-number rela-
tionship that we discuss, there need not have been direct
experience relating fingers to numbers (for example, count-
ing on one’s fingers) for the relationship to obtain – it is
enough that a particular part of the brain has the right func-
tional structure to aid both sensory and numerical tasks.

Similarly, the connections between the literal physical
experiences of closeness, warmth, and sweetness, and
their corresponding social metaphors, might involve psy-
chological associations, but it might also be simply that
the relevant homeostatic mechanism has the right structure
to help manage both physical and social relationships. If
this is the case, then activating the mechanism for either
purpose will often cause multiple effects and experiences,
regardless of whether an association has been formed. Nat-
urally, once this functional relationship exists, it could well
lead to the formation of a psychological association, al-
though not necessarily a conscious one. And I agree that,
once these relationships are captured in language, then
the causal story becomes significantly more complex and
is likely to involve not just low-level neural mechanisms,
but also conceptual and cultural ones.

R3. Which way forward?

D’Souza & Karmiloff-Smith suggest that an even greater
focus on development could greatly enhance and
strengthen the neural reuse framework. The questions
they raise are clearly important, and I share their desire
to see them addressed. As I tried to showcase in the
book, I think that enhancing neuroconstructivism with
some ideas and concepts arising within the reuse frame-
work leads to a theory with greater explanatory power
than either framework on its own. D’Souza & Karmiloff-
Smith’s own example of the complex variation observed
in an individual’s ability to recover from brain injury over
developmental time offers a case in point: As they admit,
neither the hypothesis of increasing neural commitment
(decreasing neural plasticity) nor greater early vulnerability
account for all of the data. But by combining these ideas

with two from the neural reuse framework, one can
perhaps do a bit better. Why do some early brain injuries
result in worse outcomes than those that come a few
years later? Perhaps because there is a crucial time for es-
tablishing the base-set of local cortical biases that will be
woven into functional neural coalitions; if the “normal”
base-set is missing crucial members or otherwise altered,
so too will be the developmental trajectory that the individ-
ual will follow. So, from the perspective of the reuse frame-
work, the observed “early vulnerability” is not intrinsic to
the early-developing neurons themselves, but rather it is
an aspect of the delicate early interactions between
Hebbian plasticity and neural reuse. Similarly, reuse can
potentially shed light on why it is sometimes possible to
reverse the perceptual narrowing that is otherwise a
crucial part of the language learning process. For reuse,
much of the apparent decrease in plasticity over develop-
ment comes not because Hebbian tuning is intrinsically dif-
ficult to reverse, but because any given local network
becomes incorporated into multiple functional coalitions,
and interactions with the other partnerships tend to rein-
force existing configurations – a situation I describe using
the evolutionary notion of “burden.” Neural commitment –
functional tuning – does of course happen. But neurons also
become burdened by themultiple uses they support, and this
is an important contributor to the observed loss of behavioral
and perceptual plasticity. In situations where that burden
can be lessened or released, then the underlying neuroplas-
ticity can be released and retuned. This kind of developmen-
tal thinking is in fact central to After Phrenology, although it
is true that I did not discuss as much developmental phenom-
ena and data as might have been desirable. I would like to
thank the authors for highlighting some of these important
findings, and I look forward to the time when we can
answer the many crucial questions they raise here.
Parkinson & Wheatley and Stanley & De Brigard

argue that the greater use of pattern analysis and graph
theory (respectively) will smooth the path ahead. I agree,
discuss both approaches at length in the book, and
welcome the renewed emphasis these authors provide
here. Parkinson &Wheatley may be right that neuroscience
has finally turned decisively away from modular architec-
tures (Pessoa and Badcock, Ploeger, & Allen
[Badcock et al.] suggest the same), at least rhetorically,
but a stroll through the poster session at any Society for
Neuroscience meeting will quickly reveal that many bad
habits remain – of assigning domain-restricted specialized
functions to regions studied only under a single narrow
range of conditions, of strictly separating perception, cogni-
tion, and action, both psychologically and neurally, and of
making unwarranted reverse inferences, just to name a
few (although McCaffery & Machery are right about
the conditions under which reverse inference can be infor-
mative, in practice these conditions are rarely met or even
explicitly considered). So perhaps the arguments against
modular thinking have some work to do yet. In any case,
I agree that getting in to the habit of analyzing data for dis-
tributed patterns will be an important part of the behavioral
therapy that is (still) needed and promises to open up new
horizons in our understanding of brain function – a promise
that Parkinson & Wheatley beautifully illustrate in their
own work on distance perception.
Similarly, Stanley & De Brigard are surely right that

graph theory will remain a crucial tool for studying the
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networks of the brain (Sporns 2011), and I agree that
finding “modules”3 can sometimes lead to useful insights
about brain structure and function. My only concern, one
that Pessoa shares, is that the techniques for identifying
network communities assume that each node is a
member of exactly one community (which may also
belong to a hierarchy). Stanley & De Brigard are right to
emphasize that graph theory can help us detect dynamic
and changing affiliations, but if nodes can also be
members of more than one community in a given
moment, then community detection algorithms will gener-
ally miss this. This does not lessen the importance of
network analysis, but it does mean the results should be in-
terpreted with due caution.
Perlovsky echoes D’Souza & Karmiloff-Smith in

noting the challenges involved in specifying the underlying
mechanisms of neural search; indeed, as I note in the book,
this is one area ready for greater research attention. But
Perlovsky’s way of putting it implies that neural reuse re-
quires the directed capacity to target specific subnetworks
with which to establish new connections – as if the brain
contained representations of what its various parts were
capable of. Were neural reuse a process of network
design, this might be an apt description, and I would
agree with Perlovsky that the prospects for understanding
reuse would indeed be dim. But this is a misunderstanding
of the mechanism. Instead, as I explicitly argue in the book,
what we seem to have is a parallel search process and a test/
consolidation mechanism that results in new functional
configurations. We see such a mechanism at work in
brain-machine interfaces when, during the course of learn-
ing to control a new device, the existing coherence pattern
in the relevant network is disrupted by both an overall in-
crease in activity and an increase in the variability of the ac-
tivity of each neural element. As I describe in After
Phrenology, the effect of these two simple changes is to im-
plement a systematic walk through coherence space – that
is, it generates a search of possible functional configura-
tions, with no anticipatory design goal or other telos re-
quired. As this search of possibilities is occurring, reward
signals generated by successful trials reinforce the configu-
rations responsible for the success, leading to the eventual
consolidation of the effective configurations. I will be the
first to admit that we do not yet fully understand how this
works; but as Guida et al.’s comprehensive review of the
expertise literature demonstrates, that it works is increas-
ingly established, and we may be closer to understanding
how than Perlovsky fears.
Perlovsky also asks how it is that we can simultaneously

treat external symbols as objects to be manipulated, and as
meaningful. It is an important question. I tried to point
toward an answer with my notion of a cultural affordance,
which Perlovsky flatteringly calls “beautiful” but then dis-
misses as “inexorably logical.” Here, Perlovsky simply
makes a mistake: Cultural affordances may or may not
turn out to provide part of the answer to this question,
but to assimilate them to logic, as if all perceivable structure
had to be objective, symbolic, and representational, is to
miss the nature of the alternative being offered. Objects
in the world are inherently significant to animals because
of the relationships they have to abilities and needs.
These relationships are directly perceivable and guide an
organism’s behavior. Cultural practices co-opt this basic
behavior-guiding mechanism in a way that results in

shared meaning in the context of dynamic social interac-
tions. Here again, we do not yet understand this very well
(but see Atmaca et al. 2008; Marsh et al. 2009; Richardson
& Dale 2005; Richardson et al. 2007; Sebanz et al. 2006, to
name just a few important contributions), and it is therefore
no surprise that some scientists – including Perlovsky;
Badcock et al., and others – remain skeptical or believe
an affordance-centered cognitive science to be a mere var-
iation on or extension of contemporary representation-cen-
tered approaches. This is why, in addition to chiding (with
good justification, I might add!) ecological psychologists for
largely ignoring the brain, experimental psychologists for
largely ignoring evolution (not evolutionary psychologists,
but we will come to that), and neuroscientists for largely ig-
noring organisms, I labored to provide a unified framework
that could help illuminate for all how this work fits together
and is mutually informative. Clearly, it will take more than
this one effort for that promise to be fulfilled, but I think it
is fair to say that After Phrenology offers the most compre-
hensive framework to date, and I do think it can be used to
generate greater interdisciplinary understanding.

R4. Is this the revolution we were promised?

Of course, interdisciplinary accord requires that we adopt
and share some unifying framework, and Badcock et al.
are reluctant to adopt this one. Although they agree that
massive modularity “can no longer be reasonably sustained”
(para. 1) (a concession that, while perhaps trivial for these
particular scientists, is in fact going to have profound and
far-reaching effects across the behavioral and life sciences
as its ramifications come gradually to be more fully under-
stood), they are skeptical of the claim that perception is not
reconstructive – a skepticism that stands in the way of rec-
ognizing that a paradigm shift may be in the offing. I guess I
agree that if we do not give up reconstructive perception
(and the perception-first, stimulus-response, sense-think-
act model of psychology more generally), then the
coming revolution will be less radical than it might other-
wise be. Fully accommodating neural reuse will mean
only that we must reimagine the functional architecture
of the brain (as Pasqualatto, Parkinson & Wheatley,
Pessoa, and Silberstein all appear to recognize), reconsid-
er the relationships between psychological states and pro-
cesses once thought distinct (some of the implications of
which are reviewed by Wang & Bargh, Shine et al.,
and McCaffery & Machery) and rethink the relationship
between evolution, plasticity, and development (as
D’Souza & Karmiloff-Smith urge us to do in a much
more comprehensive way). Giving up on reconstructive
perception means that in addition we must fundamentally
change our idea of what the brain is for, and therefore
how it does what it does and how we do what we do.
Badcock et al. are skeptical not just that we are going to

get a paradigm shift, but also that we need one, because
they think we may already know more-or-less what the
brain is for, how it does what it does, and why we do
what we do. In support of this conservatism, they point to
the success of the predictive coding framework, on the
one hand, and the fertility of evolutionary psychology, on
the other. These authors are right that the book engages
with the predictive coding framework only very indirectly,
via a few scattered references to Bayesian networks and a
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brief discussion of causal learning (to help excuse this
lacuna, I plead the necessity to restrain what was already
an overly long book). For the record, then, I think the pre-
dictive coding framework represents an impressive and
highly successful empirical research project. I think it is un-
deniable that brain function involves a great deal of predic-
tion – in a sense of “prediction” closely allied with the
notion of correlation, as when we commonly say that the
value of one variable “predicts” another (height predicts
weight; education predicts income, etc.; see Anderson &
Chemero 2013 for further discussion). But I do not think
that the work merits the cognitivist, representationalist,
reconstuctive gloss that it is commonly given by its main
proponents (e.g., Clark 2013b) – and it is worth noting
that Pezzulo, who associates predictive coding with the cy-
bernetic framework (Seth 2015), apparently sees things
similarly. This is a debate that is only in its infancy (Ander-
son & Chemero 2013; Barrett & Bar 2009; Gallagher &
Bower 2014; Gładziejewski 2016; Hohwy 2013), but my
personal starting position is that none of the empirical
results emerging from the predictive coding literature re-
quires cognitivist, reconstructive explanations. They can
be read as compatible with reconstructive perception or
with an action-oriented, affordance-based framework
(and indeed, I doubt the adjudication between these inter-
pretations is going to rest on results from this literature, but
rather on the relative fertility of the competing frameworks
going forward – but that is yet another debate). The conclu-
sion of my discussion of causal learning in After Phrenology
seems equally apropos here:

As we perceive and act in the world, we are learning to see what
the word affords and where and how to intervene to generate
preferred outcomes, and we are at the same time inducing
the neural structures that make such control possible. The
causal knowledge we acquire appears to be best understood
as a guide to action, written primarily in the vocabulary of sen-
sorimotor contingencies. In this sense the literature on causal
learning appears to be solidly within the pragmatist tradition
despite the cognitivist (structuralist) gloss applied to it by
many of its proponents. (Anderson 2014, pp. 191–92)

Possibly Badcock et al. could counter that the represen-
tationalist gloss serves as a research-guiding heuristic, an aid
to hypothesis generation to be understood instrumentally
rather than as a substantive hypothesis in its own right. To
see what is worrisome in such proposals, consider their dis-
cussion of massive modularity, where they suggest exactly
this: “Regardless of the veracity of massive modularity, evolu-
tionary computational theories continue to guide research in
a systematic and highly productive way” (para. 7). In support
of this contention, Badcock et al. cite the example of inher-
ited perceptual biases toward threatening stimuli – for
example, snake detection – and argue that this can be ex-
plained only by reference to an evolutionary adaptation.
As a critique of After Phrenology, this misses the mark,
for of course I fully support integrating psychology and evo-
lutionary biology and encourage thinking about the mind as
one of the many products of natural selection. But I also
want to better understand the mechanisms of selection
and inheritance, in a way that is sensitive to what neurosci-
ence tells us about the architecture of the brain. It is here
that evolutionary psychology, as they conceive it, is in a bit

of a bind. For scientists like Badcock et al. are faced with
a choice: either posit a snake-detection module, despite
overwhelming evidence that the brain isn’t built that way,
or shrug your shoulders over the “how” question and
move on to the next hypothesis. Badcock et al. seem
content with the latter, but I am not, and I do not think
anyone else should be, either. Letting each segregated sub-
field pursue its fancy in isolation is not a recipe for scientific
understanding.
Still,Badcock et al. would be right to worry if the frame-

work I am advocating were in fact unable to provide sub-
stantive hypotheses about cognition and behavior.
Although time will provide the true test of their contention,
as we discover whether my proposals resonate enough to
spur the scientific imagination and continue to generate
fruitful research activity, it is perhaps worth noting that
Wang & Bargh call the hypothesis “remarkably generative
and supportive of research activity on embodied cognition,
motivation, and behavior” (para. 1), and they, along with
Pasqualotto and D’Souza & Karmiloff-Smith further
suggest that it can help account for phenomena as diverse
as perceptual grounding, goal substitution, synesthesia,
and cross-modal plasticity. I can also point to some things
that are happening in my lab as we continue to test,
refine, and further substantiate the reuse framework.
Because we argue that affordance processing underlies
much of higher-order cognition, including language (Glen-
berg & Kaschak 2002; Kaschak & Glenberg 2000) and deci-
sion making (Cisek 2007; Cisek & Kalaska 2010), we believe
that indirectly manipulating affordances – by using real
objects rather than pictures in psychological experiments,
for example (Snow et al. 2011), or changing the context
within which an experiment takes place –will allow us to
modulate higher-order cognitive outcomes such as similari-
ty judgments and categorization behavior. Moreover, we
have specific hypotheses about how affordances – in a non-
modular brain – integrate with emotions, and hence how
emotion induction can change the affordance landscape in
ways leading to detectible cognitive and behavioral conse-
quences. The first set of experiments is already designed
(and by the time this appears in print, the first data will
have been gathered). So please stay tuned; there is plenty
more to come!

NOTES
1. By “parts,” I mean neurons, regions, networks; I did not intend to be

conservative about brain ontology revision, as McCaffery & Machery
suggest.
2. This was the possibility that my notion of Transiently Assembled

Local Neural Subsystems (TALoNS) was intended to capture. I do not
know how distinct or fuzzy the distinctions between these configurations
will be, or how different the resulting functions can be – here is yet
another question ripe for attention.
3. Here, I mean “module” in the network theory sense of the term, which

differs significantly from the sense of the term as used in cognitive and evo-
lutionary psychology. In network theory, a module is a set of nodes with a
specific structural relationship to one another – generally, they are more
densely connected to one another than to other nodes in the graph. This
“module” is a structural or topological descriptor. In cognitive psychology
and evolutionary psychology, a module is a systemwith very specific function-
al properties, such as automatic fast operation, domain dedication, separate
modifiability, and so forth. This “module” is a functional descriptor. It is un-
fortunate and confusing that the same term is used in these very different
ways.
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